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Summary

The doctoral thesis presents the results of numerical investigations on the influence
of walls’ thermal capacitance on indoor thermal comfort. A proper set of thermal
parameters of a building structure can considerably limit the heating / cooling de-
mand, and passively increase the indoor thermal comfort. However the effect of
building thermal capacitance on indoor conditions is complex and not always ben-
eficial. Among a great number of interfering factors are e.g. climatic conditions,
building shape, ventilation system type, operational schedule and many others. The
aim of the present study is to investigate the potential of high thermal capacitance
walls under the climatic conditions typical for Poland.

The investigations are based on a number of simulations performed using a nu-
merical model of a part of buildings. The model consists of two main separate
components: the indoor air submodel and the external wall submodel. The sub-
models work together in a co-simulation, exchanging the solution at the common
boundaries. A considerable part of the model has been developed by the author.

The model treats indoor space as a nonuniform environment, and provides the
basic indoor environment parameters affecting the human thermal comfort, i.e. the
air temperature and velocity. The output parameters are analyzed separately but
they are also used to calculate the expected thermal sensation in the considered
space.

The evaluation of the walls’ thermal capacitance potential to increase the level of
the indoor thermal comfort is based on the results produced by a significant number
of various simulations. The analysis covers different wall structures, two different
ventilation air exchange rates and two types of the outdoor temperature profiles:
(1) one-week sol-air temperature profile and (2) simple step change temperature
profile.

The results indicate that indoor thermal comfort can be increased by a proper
thermal capacitance of building walls. However, it is also shown that the ventilation
air exchange rate can have a prevailing influence on indoor conditions, limiting
stabilizing effects of the walls’ thermal capacitance.
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Chapter 1

Introduction

1.1 Phenomenon and problem

The human body can maintain a thermal balance with the environment under a
wide range of conditions thanks to the great capabilities of a body thermoregulatory
system. However, human beings inhabit different climate zones, hence, there is a
need of the additional heating or cooling of the indoor space in most world regions.

One of the main building functions is to maintain thermally comfortable indoor
conditions and protect occupants from undesirable or unpredictable heating or cool-
ing loads. Thus, buildings should be designed having not only architectural and
structural aspects in mind, but also indoor environment quality aspects. Comfort-
able indoor conditions are crucial for occupants to work or rest efficiently, and since
most of the human lifetime is spent in indoors, the impact of the buildings quality
on the entire human activity is invaluable.

Heating and cooling technologies used to maintain indoor thermal comfort can
be divided into two groups:

• active technologies,

• passive technologies.

The active technologies are based on mechanical systems which are usually powered
by the electric energy, e.g. the HVAC systems. These technologies are responsible
for a significant share of the building energy demand. The passive technologies on
the other hand rely on special architectural and structural design solutions which
allow for controlling indoor conditions using the renewable energy, particularly the
solar energy, e.g. the Trombe wall . The utilization of passive technologies can
decrease the building energy demand significantly.
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18 CHAPTER 1. INTRODUCTION

According to the recent data from the European Union [14] and United States
of America [1] buildings are responsible for approximately 40% of the total energy
demand. It is estimated that the space heating and cooling consume about 57%
of the energy used by European residential buildings [14]. At present, most of this
energy comes from the non-renewable energy sources. Thus, the maintenance of the
comfortable indoor environment generates a great environmental and financial cost.

To reduce the building energy consumption there are ongoing efforts to increase
the efficiency of active heating and cooling systems. On the other hand, there are
initiatives to improve the building thermal parameters. Building thermal standards
become more and more restrictive on the thermal resistance of the building enve-
lope. A high thermal resistance minimizes the building heat loss and attenuates the
influence of outdoor temperature variations to some extent. However, the thermal
resistance is a static thermal parameter, describing the steady state characteristics,
while buildings are mainly exposed to transient conditions. To describe the dynamic
thermal characteristics of building components, their thermal capacitance has to be
taken into account. Walls with the equal thermal resistance can still have signifi-
cantly different thermal capacitances, that results in a different thermal performance
and impact on the indoor environment.

It is well known that buildings with massive and heavyweight walls can provide
more comfortable indoor conditions than buildings with lightweight walls, especially
during the summer season [13]. Massive and heavyweight walls due to their high
thermal capacitance and thermal inertia limit indoor temperature variations and
delay peak temperatures. By keeping the indoor temperature closer to the mean
outdoor temperature they decrease the temporal overheating risk. Thus, the use of
the high thermal capacitance of walls can be regarded as a passive heating / cooling
technology, decreasing the energy demand of buildings.

However, the influence of the thermal envelope thermal capacitance on the indoor
environment is complex and still not thoroughly understood. The performance of
passive heating and cooling technologies highly depends on climatic conditions. The
actual potential of high thermal capacitance walls under Polish climatic conditions
is not well documented.

The influence of the envelope thermal capacitance was mostly studied treating
the indoor space as a uniform and instantly air-mixing zone, using lumped capaci-
tance models [146, 130, 112, 149]. Up to the now a little attention was devoted to
check the validity of this assumption. Moreover, such approach does not allow for
calculating the indoor air velocity, an important factor affecting the thermal comfort
level.
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Indoor air temperature and velocity can be nonuniform due to both the forced
and natural convection. The forced convection can dominate, e.g. due to the venti-
lation, while the natural convection occurs due to nonuniform temperatures of the
indoor air and adjacent surfaces. A simple lumped capacitance model cannot take
any of these nonuniformities into account. On the other hand, complex CFD models
are often too computationally demanding to perform transient simulations, or are
just not capable to include the effects of the heat transfer in adjacent solids.

By these reasons, the stabilizing influence of high thermal capacitance walls on
indoor conditions has not been extensively studied so far, especially in terms of both
spatial and temporal effects and with respect to Polish climatic conditions.

1.2 Aims

The main aim of the thesis is to analyze the influence of the external walls’ thermal
capacitance on the indoor thermal comfort for Polish climate conditions. Two kinds
of heat loads are assumed: due to the heat transmission and due to the ventilation.
In contrast to many other studies (as e.g. Rodrigues [112] or Zhang et al. [146]), the
indoor space is treated as a nonuniform medium in this work. The local values of
indoor environment parameters, like the air temperature and velocity, are available
for any point in space and time. Subsequently from these basic parameters, local
and space-averaged thermal comfort indices are evaluated using the well known
approaches of PMV and PPD and draft prediction models.

The influence of thermal capacitance is evaluated for two different wall insulation
levels: one closely meeting the Polish standards and the second meeting the passive
house standard. The analysis covers single-layer walls and multilayer wall assemblies.
By comparing the results for single- and multilayer walls, the consequences of the
nonuniform heat capacity distribution are discussed.

The present study was performed using a numerical model of a single-room space
representing a part of buildings. The model is able to simulate three-dimensional
transient indoor airflow in fluid domains and one-dimensional transient heat con-
duction in solid layers of thermal envelope components. A co-simulation method is
implemented to solve the multi-domain problem.

1.3 Outline

The thesis consists of 6 chapters. Chapter 2 presents a review of the scientific lit-
erature in the field of the human thermal comfort, building thermal modeling and
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influence of the building thermal capacitance on indoor conditions. The information
included in this chapter is crucial to justify the assumed methodology of investiga-
tions.

Chapter 3 presents a thermal model of a building utilized in investigations. The
model consists of two submodels running together in the co-simulation. The first
submodel simulates the air flow in the indoor zone, while the second the heat transfer
in the building thermal envelope. The model is capable to provide basic indoor
environment parameters affecting the human thermal comfort, i.e. air temperature
and air velocity distribution. These parameters are used to estimate the expected
thermal sensation, based on the PMV/PPD thermal comfort indices.

Chapter 4 presents the model validation results. Each component of the model
is verified against experimental data or results provided by a reliable commercial
code.

Chapter 5 presents the numerical investigations of the influence of the thermal
capacitance of external walls on the indoor thermal comfort. The investigations
are divided into two main stages: (1) a comparison of the performance during a
summer one-week time period, (2) and an indoor environment stability test, aiming
at showing inertial characteristics of different walls exposed to a simple step change
of the outdoor temperature.

Chapter 6 includes the final conclusions and future work plan.

1.4 Novelties

The novel research points of the thesis are as follows:

1. numerical analysis of the influence of the external walls’ thermal capacitance
on the indoor thermal comfort, accounting for nonuniformities of the indoor
environment,

2. the wall function and finite volume mesh refinement procedure implementation
to fit the convective heat transfer coefficients to the empirical data for both
natural and forced convection conditions,

3. self-developed procedure for a co-simulation of a three-dimensional fluid do-
main and adjacent one-dimensional solid domains, based on the mutual ex-
change of spatially-averaged temperatures and heat fluxes.



Chapter 2

Literature review

2.1 Thermal comfort

The thermal comfort is often defined as the condition of the mind expressing satis-
faction with the surrounding thermal environment [4]. Under close-to-steady condi-
tions, the thermal comfort is reached when a human body is in a thermal balance
with the surrounding environment, and this balance is maintained without experi-
encing sweating or shivering. The thermal sensation under transient conditions is
far more complex to evaluate. Any change in the thermal environment enforces a
reaction of the human thermoregulatory system to maintain the thermal balance.
The more intensive the reaction is, the higher is the thermal strain of the body.

The research on the human thermal comfort in various environmental conditions
started in the first half of the 20th century and was intensified during the World
War II. It is estimated that till now over a half of a million people totally took part
in various investigations concerning the indoor microclimate and thermal comfort
[124]. The acquired data cover both sexes, almost all geographical regions, cultural
groups and age ranges. It is now clear, that thermal comfort depends on a great
number of factors including physical, physiological, psychological and other [36].

As a result of the ongoing research, a significant number of standards and math-
ematical models evaluating thermal comfort have been developed. However, due
to the huge number of factors contributing to the thermal comfort, mathematical
models are usually valid only for a limited range of conditions. Some models give
the most accurate predictions in hot and humid climates, while the other are more
suitable for mild climates. In addition, mathematical models for the thermal com-
fort assessment give the best results depending upon the accuracy of input data,
while many parameters are difficult to measure or evaluate. It is especially the case
of psychological factors.

21
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In the first half of the 20th century, only simple thermal comfort indices existed.
They usually described how warm or cold a human body would feel in a given
environment. All of these indices were purely empirical. Usually, the input variables
were the temperature and humidity.

In 1970s three the most significant thermal comfort models were developed: the
Gagge’s two-node model, the Fanger’s PMV-PPD model and the Stolwijk’s multi-
node model. These models predict the human thermal comfort by assessing the net
heat load on the human body.

The two most known and cited standards regarding indoor thermal comfort are:

• ISO Standard 7730 [74],

• ASHRAE Standard 55 [4].

Both standards are in a close agreement by specifying the conditions acceptable for
the majority of occupants. They are mostly based on the PMV-PPD thermal com-
fort model (described in Section 2.1.4.2). The specified conditions cannot represent
a comfortable range for all occupants because it is not possible to determine the
exact values of occupants’ personal factors, like metabolic rates or clothing levels.
Therefore, operating set points for buildings cannot be practically mandated by
these standards [4].

The thermal comfort assessment methods presented in the standards are suit-
able for close-to-steady-state indoor conditions. The thermal comfort evaluation is
divided into two parts: an entire-body thermal comfort evaluation and an evalua-
tion of the local thermal discomfort (caused by unwanted local cooling or heating
of the body). Four possible causes of the local thermal discomfort are specified:
radiant temperature asymmetry (cold or warm surfaces), draft (local cooling of the
body caused by air movement), vertical air temperature difference and cold or warm
floors.

2.1.1 Human thermoregulatory system

Human is a warm-blooded animal, what means that the human body keeps almost
a constant internal temperature regardless of the external temperature variations.
The core body temperature is one of the most tightly regulated parameters of the
human physiology [84]. It is possible thanks to the human thermoregulatory system
which uses a negative feedback mechanism to regulate the heat exchange between
the body and its surroundings. The core body temperature is kept at the level of
about 37 ◦C (±1◦). The thermoregulation is so effective that in most conditions the
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body temperature deviates no more than a few tenths of the degree from its normal
value [84].

The human body constantly generates heat. The heat must be dissipated to sur-
roundings through the skin and by the respiration. In thermally neutral conditions
the average share of the heat transfer for the skin and respiration is approximately
88% and 12%, respectively. The heat transfer through the skin is a result of con-
duction in the tissue and convection in the blood.

In mammals the dominant thermoregulatory controller is the hypothalamus. The
stimuli from the body skin surface, deep tissues, spinal cord and the brain are the
inputs for the thermoregulatory system. The possible outputs, i.e. the phenomena
occurring to diminish the excessive body heat load, are: sweating, vasolidation, vaso-
constriction, non-shivering thermogenesis and shivering. Sweating and vasolidation
occur under hot conditions, when the heat flux from the body to the surroundings
has to be intensified. On the other hand, vasoconstriction, non-shivering thermogen-
esis and shivering occur under cold conditions. These three phenomena increase the
heat generation in the body, helping to maintain a constant temperature. The ap-
proximate body core temperature thresholds for all the thermoregulatory responses
are presented in Fig. 2.1.

Anterior Hypothalamus

Skin

Deep tissues

Spinal cord

Brain
(non-hypothalamic)

37

36

35

Sweating

Vasolidation

Vasoconstriction

Non-shivering thermogenesis

Shivering

Figure 2.1: Human thermoregulatory system scheme [84]

Sweating (perspiration) allows the body to decrease its temperature, due to the
sweat evaporation from the skin surface. The cooling effect is caused by the latent
heat of evaporation.

Vasolidation is the act of blood vessels widening, which occurs in hot condi-
tions. The increased blood flow to the skin increases its temperature. A higher skin
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temperature result in a higher heat flux from the body to surroundings.
Vasoconstriction is the narrowing of blood vessels. It is the opposite action to

vasolidation. It decreases the blood flow to the skin, simultaneously decreasing its
temperature and therefore the heat loss to the surrounding environment. The skin
temperature decreases the most on the peripheral areas of the body, like feet and
hands, where the temperature can drop down to 10 ◦C. The forehead is the least
affected region, with the possible temperature drop of about 1 ◦C [124].

Additionally, in order to preserve the heat balance, an increased heat genera-
tion in the body can occur. The heat can be generated either by non-shivering
thermogenesis or by shivering. At first, the body tries to obtain the heat balance
by non-shivering thermogenesis, during which brown adipose tissue (brown fat) is
metabolized to generate heat. If the generated heat production rate is insufficient,
shivering occurs. Basically, the shivering is the heat production by the conversion
of the chemical energy into the kinetic energy, which partially shows up as heat.

Although the body core temperature keeps tightly within a certain range (usually
not wider than 0.2 ◦C), the skin temperature varies considerably in time as well as
between different parts of the body. The average skin temperature of a human being
in a thermal comfort is approximately 33.5 ◦C, with a standard deviation of 0.5 ◦C
[124]. Usually, the highest temperature occurs on the neck — about 35 ◦C, while
the lowest on the feet surface — about 32 ◦C.

2.1.2 Thermal comfort — contributing factors

Human’s sensation of the thermal comfort depends on the balance between the body
heat gains and losses. The heat gains and losses are affected by many factors, which
can be grouped into personal and environmental ones. There are four environmental
factors: air temperature, mean radiant temperature, air velocity and humidity [41].
The personal factors are the activity and clothing. These six factors are considered
as basic ones, having the most significant influence on the thermal sensation. Among
many minor factors are: acclimation, body shape, age, gender, state of health and
many others including psychological factors. The influence of minor factors is usually
not considered in the engineering practice.

The total impact of each factor (environmental or personal) is usually represented
as a heat flux acting on a human body. In most cases to evaluate this heat flux, the
human body surface area has to be known. The most common approach to evaluate
the body surface area is by the means of the DuBois formula [37]:

AD = 0.202m0.425h0.725 , (2.1.1)
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where AD is the body surface, m is the body mass [kg] and h is the body height
[m]. Typically, the body surface area is in the range of 1.4÷ 2.3m2.

Environmental factors

The air temperature is the most obvious and usually regarded as the most impor-
tant environmental factor affecting the thermal comfort. Its influence is taken into
account in all thermal comfort models. The term “air temperature” usually refers
to the dry bulb temperature (DBT), which is measured by a thermometer exposed
to the air, but shielded from radiation and moisture.

The higher the air temperature, the more difficult is the dissipation of the body
generated heat. On the other hand, if the temperature is too low, the body ther-
moregulatory responses, like shivering or non-shivering thermogenesis, can be insuffi-
cient to maintain the thermal balance. The comfortable temperature range depends
on many factors, like the human activity, air humidity or local air movement.

In most cases, the air flow around body has a cooling effect, because the body is
usually hotter than the surrounding air. The air flow increases the convective heat
exchange between a person and the environment [74]. The higher the air velocity,
the more significant the cooling effect.

The high air velocity decreases the neutral temperature, i.e. the temperature
perceived by an occupant feeling neutrally from a thermal point of view in a given
space. Therefore, increased air velocities are often used to offset the sensation of
warmth due to the high air temperature.

Generally, the air velocities up to 0.5m/s are considered as pleasant. However, in
hot conditions the sensation due to the air flow may be different and even velocities
of up to 1m/s may be considered as pleasant. The average sensations of people
subjected to different air velocities in everyday conditions in moderate climates are
presented in Tab. 2.1 [11].

Table 2.1: Average human sensations due to different air speeds [11]

Air velocity (m/s) Average human sensation

< 0.25 unnoticed
0.25–0.50 pleasant
0.50–1.00 awareness of air movement
1.00–1.50 drafty
> 1.50 annoyingly drafty
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The next environmental factor, humidity, affects the evaporation rate at the
skin surface. The humidity can be expressed in various ways, including a relative
humidity, absolute humidity or vapor pressure. In moderate conditions, the air
humidity has a limited impact on the thermal sensation [74]. In typical conditions,
a 10% raise of the relative humidity is felt as the 0.3 ◦C temperature raise. The
humidity has a more significant influence in high temperatures (>26 ◦C) and for
humans engaged in some intensive activities (> 2met). A significant influence is
observed also under transient conditions.

The human heat balance is also affected by the thermal radiation. The exact
evaluation of the radiative heat exchange is extremely complex, since each part of
the body has a different temperature and is faced toward a different direction.

In most thermal comfort models, the radiative heat exchange between a body
and its surroundings is simplified by using a single value describing the temperature
of surrounding surfaces: the mean radiant temperature (MRT). The MRT is defined
as a uniform temperature of hypothetical surroundings comprised of black surfaces,
which would cause a radiative heat exchange with the considered object equal to the
actual heat exchange in given conditions. The MRT depends on the object type,
shape and position in space. The use of the MRT is convenient, but it also imposes
some limitations. The main is that MRT neglects the radiation asymmetry, which
also affects the thermal comfort sensation (as discussed in Section 2.1.2).

The radiative heat exchange between a clothed person and surrounding environ-
ment is governed by the Stefan-Boltzmann law for gray bodies. Utilizing the MRT
it can be written as follows [40]:

QR = Aefεσ
(
t4cl − TMR

4
)
,

where QRis the radiative heat flux between the body and surroundings [W], Aef is
the clothed body surface effective area [m2], ε is the clothing surface emissivity [–],
σ is the Stefan-Boltzmann constant, σ = 5.6704 · 10−8 [W/m2K], TMR is the mean
radiant temperature [K] and tcl is the clothing surface temperature [K].

One of the main difficulties related to the radiative heat flux QR comes with the
evaluation of the clothed body surface effective area. Since the clothed human body
has a very irregular shape with many convexities and folds, some radiated heat is
absorbed directly by other body parts. Hence, the effective area of the body is lower
than the actual area and is usually calculated as:

Aef = feffclAD ,
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where fef is the effective area factor defined as the ratio of the effective area of a
clothed body to the actual area of the clothed body [–], fcl is the ratio of the clothed
body area to naked body area [–], AD is the naked body area (Eq. 2.1.1).

Both factors, fef and fcl, can be obtained using the experimental data [40]. The
effective area factor fef has different values for a standing and a seating position.
The average value of fef is approximately 0.725 and 0.696 for a standing person and
a seating person, respectively.

Personal factors

The most important personal factors affecting the human thermal comfort are the
activity level and clothing.

The activity level affects a human metabolic rate. The human body constantly
produces heat due to the non-conscious basal metabolism and conscious controllable
muscular metabolism [11]. The metabolic rate is proportional to the rate of the O2

consumption [52]. The metabolic rate is usually expressed as the power density
per the unit body surface area [W/m2]. In thermal comfort studies the common
unit of the metabolic rate is met: 1met=58.2W/m2. The typical values of human
metabolic rates at some chosen activities are presented in Table 2.2 [4]. The total
heat rate generated by a given person can be calculated by multiplying its metabolic
rate with the body surface area.

Table 2.2: Metabolic rates for typical tasks (ASHRAE Standard 55 [4])

Activity Met units Metabolic rate [W/m2]

Sleeping 0.7 40
Seated, reading, writing 1.0 60

Typing 1.1 65
Standing, relaxed 1.2 70

Walking on level surface (3.2 km/h) 2.0 115
Driving automobile 1.0-2.0 60-115
House cleaning 2.0-3.4 115-200

Handling 50 kg bags 4.0 235
Dancing, social 2.4-4.4 140-225

The heat produced by a body must dissipate to the environment. Otherwise, a
change in the body temperature will occur. The main factor affecting the heat dissi-
pation is the clothing insulation. In thermal comfort studies the unit which reflects
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insulating capabilities of clothing is clo (1 clo is equivalent to the 6.45 W/(m2K) U-
value or the 0.155 (m2K)/W thermal resistance). Some typical levels of the clothing
insulation for various garment sets are presented in Table 2.3.

Table 2.3: Clothing insulation values (ASHRAE Standard 55 [4])

Clothing Description Garments Included Icl [clo]

Trousers 1) Trousers, short-sleeve shirt 0.57
2) Trousers, long-sleeve shirt 0.61
3) #2 plus suit jacket, vest, T-shirt 1.14
4) #2 plus long-sleeve sweater, T-shirt 1.01
5) #4 plus suit jacket, long underwear
bottoms

1.30

Skirts/Dresses 6) Knee-length skirt, short-sleeve shirt
(sandals)

0.54

7) Knee-length skirt, long-sleeve shirt,
half slip, long-sleeve sweater

1.10

8) Knee-length skirt, long-sleeve shirt,
half slip, suit jacket

1.04

Shorts 9) Walking shorts, short-sleeve shirt 0.36
Overalls/Coveralls 10) Long-sleeve coveralls, T-shirt 0.72

11) Overalls, long-sleeve shirt, T-shirt 0.89
12) Insulated coveralls, long-sleeve
thermal underwear tops and bottoms

1.37

Nonuniform environment

The combined environmental factors create a uniform or a nonuniform environment.
In a nonuniform environment there exists a risk of the so-called local thermal dis-
comfort independently of the total thermal balance. The local thermal discomfort
can be particularly experienced by people at light activity (< 1.2met). Higher levels
of activity cause the lower thermal sensitivity. The common environmental nonuni-
formities are drafts, vertical air temperature differences, warm and cool floors, or
radiant asymmetries.

A draft is the unwanted local cooling of the human body due to the air flow
[4]. Factors contributing to the draft sensation are: air velocity, air temperature,
turbulence intensity, activity and clothing. The parts of the body most sensitive to
drafts are the head, neck, shoulders, ankles, feet and the legs. The drafts increase
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the convective heat loss of the body, hence the skin areas not covered by clothing
are the most influenced.

Vertical air temperature differences are typical for naturally ventilated buildings,
where air is removed from the building due to temperature differences – a so-called
stack effect. People are more sensitive when the temperature increases upwards than
downwards. According to ISO 7730 [74], a vertical temperature difference of 7 ◦C
contributes to approximately 55% of dissatisfied people.

The heat transfer between the human feet and a floor is caused by the conduction.
The local thermal sensation of a human standing on a floor depends not only on
the floor temperature, but also on the floor material and the footwear material. Hot
and cold floors can cause a local thermal discomfort even though a human is in a
thermal balance in total. If a space is occupied by people with bare feet, the thermal
sensation depends on the thermal activity b [W s0.5/(m2 K)] of a floor:

b =
√
λρc ,

where λ is the thermal conductivity [W/(mK)], ρ is the density [kg/m3] and c is the
specific heat [J/(kgK)]. The higher the thermal activity of the floor material, the
higher is the sensitivity to the floor temperature. Thus, a concrete floor is perceived
as much cooler than e.g. a wooden floor.

The next nonuniformity, the radiant asymmetry, is caused by the temperature
differences of internal surfaces in a given space. The influence of the radiant asym-
metry on the human thermal comfort becomes important when the temperature
differences are relatively large, i.e. tenths of Celsius degrees. Such temperature
differences can be caused e.g. by high intensity infrared heaters. Small surface
temperature differences cause a nonuniform heat exchange between the body and
environment to a smaller extent than the clothing [40]. Therefore, a small radiant
asymmetry is not relevant for the thermal comfort.

The assessment of the thermal discomfort caused by the radiant asymmetry is
complex. Some general guidelines concerning the maximum radiant asymmetry can
be found in the ISO 7730 [74] and ASHRAE–55 [4] standards (Tab. 2.4). These
guidelines are based on experimental studies. However, they are valid only for
temperature differences up to 15–35 ◦C. When considering high intensity radiant
heaters, more sophisticated methods have to be applied. A common approach is
to divide the human model into several segments and analyze the radiative heat
exchange between the environment and each body segment [55].
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Table 2.4: Allowable Radiant Temperature Asymmetry (data from ASHRAE Stan-
dard 55 [4])

Radiant Temperature Asymmetry [◦C]

Warm Ceiling Cool Wall Cool Ceiling Warm Wall
<5 <10 <14 <23

Transient conditions

The thermal conditions in a given space can be steady or transient. When the
environmental parameters variations in time are small, the human heat balance
can be considered as steady [40]. In steady and close to steady environments, a
simple steady heat balance equation can be applied to assess the thermal load and
thermal comfort level. However, if a given environment undergoes dynamic changes
in time, the steady state heat balance is no longer valid. A transient heat transfer
is significantly more complex to analyze, since such factors like the human body
thermal capacitance and thermal history have to be taken into account. In addition,
the thermal comfort in transient conditions is considerably less investigated. Thus,
it is desirable to use steady state equations.

The ISO 7730 [74] and ASHRAE–55 [4] standards distinguish three types of
non-steady state conditions: temperature cycles, temperature drifts or ramps, and
transients. Although the thermal sensation assessment under non-steady state con-
ditions is complex, some general guidelines can be drawn. In particular, the stan-
dards specify the range of conditions under which steady state equations and a
PMV-PPD thermal comfort model (described in Section 2.1.4.2) can be used with
a reasonable accuracy.

Temperature cycles occur in conditioned spaces, where the control system tries
to maintain a constant indoor temperature. It is assumed, that if the amplitude of
oscillations is less than 1 ◦C, it does not affect the thermal comfort. Steady state
requirements can be applied in such conditions.

The temperature drifts or ramps are monotonic and noncyclic changes in indoor
temperature. Drifts refer to passive temperature changes, while ramps refer to
actively controlled temperature changes [4]. The maximum allowable temperature
change rate in which steady state recommendations still apply is 2.0K/h.

In the general case of transient thermal conditions, the ISO 7730 standard [74]
allows to meet the following assumptions:

• an rapid step-change of operative temperature is felt instantaneously,
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• when the temperature raises, the PMV-PPD model can be used to predict the
thermal comfort directly,

• when the temperature drops, at first the thermal sensation is lower than the
one predicted by the PMV-PPD model, then it increases and after approxi-
mately 30 minutes it reaches a steady state in which model predictions apply
again; the actual time to reach steady state conditions depends on initial con-
ditions.

The indoor conditions usually can be treated as a steady state since the temperature
change rate is mostly less than 2.0K/h. A typical example of highly transient
conditions, significantly more dynamic than the indoor climate, is the one met in
vehicles. It characterizes strongly transient conditions, high localized air velocities
or highly asymmetric radiation conditions (due to the solar radiation) [3].

2.1.3 Thermal comfort scales

In order to express the level of the thermal comfort in specific conditions, a scale
has to be adopted. Up to now, a considerable number of thermal comfort scales
were developed and used in experimental investigations. Due to an incompatibility
of distinct scales, the results of various studies often cannot be compared directly.
The three most commonly used scales are: the overall thermal sensation scale, the
overall thermal comfort scale and the DISC scale. The thermal sensation scale was
adopted in ISO 7730 [74] and ASHRAE–55 [4] standards. The thermal sensation
scale and thermal comfort scale are quite similar (Table 2.5).

Table 2.5: Thermal comfort scale vs. thermal sensation scale

Scale value Thermal comfort descriptor Thermal sensation descriptor

+3 Much too warm Hot
+2 Too warm Warm
+1 Comfortably warm Slightly warm
0 Comfortable Neutral
-1 Comfortably cool Slightly cool
-2 Too cool Cool
-3 Much too cool Cold

The DISC scale is often used together with the standard comfort temperature
(SET*) described on page 35. The DISC represents possible votes on a scale of the
thermal discomfort. The possible votes are:
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• intolerable,

• very uncomfortable,

• uncomfortable,

• slightly uncomfortable,

• comfortable.

Considerable efforts were performed by many researchers to understand relation-
ships between different thermal comfort scales under steady conditions (uniform
and nonuniform), but relationships under dynamic or transient conditions need fur-
ther studies [147]. Under steady conditions, the thermal comfort scale and thermal
sensation scale are in a good agreement with each other.

2.1.4 Thermal comfort models

Due to a considerable number of variables influencing the thermal comfort, its eval-
uation is always difficult. Thermal comfort models have been available for more
than 30 years due to efforts started in the mid-20th century to develop such models
for military and aerospace applications [28].

The thermal comfort models developed so far can be roughly divided into em-
pirical models, analytical models and adaptive models. The analytical models can
be furthermore divided into two subcategories: relatively simple heat balance based
models and considerably more complex multi-node models. This classification is
only conventional, since some analytical models are partially based on empirical re-
lations, some of them also partially take into account the adaptation phenomenon,
and the nature of many of adaptive models is purely empirical. Nonetheless, the
presented classification reflects the main differences between the main approaches
in the thermal comfort modeling.

2.1.4.1 Empirical models

The empirical models do not take into account any physiological aspects of the
human body. They are developed using empirical fits to experimental data. These
models usually indicate the range of comfortable temperatures, air speeds or humid-
ity levels under given conditions, rather than directly predict the thermal sensation.
Despite their simplicity, they are still intensively used in the thermal comfort pre-
diction [49]. Due to their simplicity they are often referred in literature as thermal
comfort “indices” instead of “models”. The following empirical models are described
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in this work: effective temperature (ET), wet bulb globe temperature (WBGT),
operative temperature (OT) and draft prediction model (DR).

a) Effective temperature (ET)
The effective temperature (ET) is one of the first thermal comfort models. It

was developed by Houghten and Yagloglou in 1923 [66, 67]. The model is purely
empirical. The effective temperature ET [◦C] combines the effects of the dry bulb
air temperature TDB [◦C] and relative humidity RH [%]:

ET = TDB − 0.4(TDB − 10) · (1− RH

100 ) .

After its development, the model was the most widely used as the thermal comfort
index for the next 50 years [11]. However, during 1940s and 1950s it was found that
the index overestimates the humidity effect under cool and comfortable conditions.

The ET index underwent a number of modifications from the time of its devel-
opment. One of the major modifications was the inclusion of air velocity effects.
The modified index was called the corrected effective temperature (CET) [10]. Two
kinds of air velocity effects were taken into account: the cooling effect when the air
temperature is below 37.8 ◦C and relative humidity is below 100%, and the heating
effect in temperatures higher than 37.8 ◦C together with a 100% relative humidity.
Further modifications of ET included the effects of the radiation and clothing level.

b) Wet bulb globe temperature (WBGT)
The wet bulb globe temperature (WBGT) model was developed in 1957 by Yaglou

and Minard [141]. The WBGT is an index of the thermal stress in hot environments.
The index was developed for the purpose of the control of heat casualties at military
training centers in USA [105]. The index combines the effect of air temperature,
low temperature radiation, solar radiation and air movement. The index has two
versions: for indoors and for outdoors. For indoors, the formula is as follows:

WBGT = 0.7 · TWB + 0.3 · TMR ,

while for outdoors:

WBGT = 0.7 · TWB + 0.2 · TMR + 0.1 · TDB ,

where TWB is the wet bulb temperature (measured using a naturally ventilated wet
bulb thermometer) [◦C], TMR is the mean radiant temperature (sometimes referred
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as globe temperature, because it is measured using a black-globe thermometer) [◦C]
and TDB is the dry bulb temperature [◦C]. The mean radiant and natural wet bulb
temperatures can be estimated only empirically, because they are not thermody-
namic properties [23]. The WBGT index is still in use across the globe to control
heat stresses in many contexts including military, industrial, domestic, sporting and
commercial applications [105]. It can be evaluated using ISO 7243 standard [72].

c) Operative temperature (OT)
The operative temperature is an index developed by Winslow, Herrington and

Gagge [137]. It is defined as a uniform temperature of a radiantly black enclosure
in which an occupant would exchange the heat by radiation and convection at the
same rate as in the actual nonuniform environment [11]. In other words, it is the
average of the MRT and the DBT weighted by the radiative and the convective heat
transfer coefficient, respectively:

OT = hrTMR + hcTDB
hr + hc

,

where hr is the radiative heat transfer coefficient [W/(m2 K)] and hc is the convective
heat transfer coefficient [W/(m2 K)]. As shown, the index neglects the effects of
the humidity and air velocity. According to ASHRAE suggestions, the following
simplified formula gives results of with the acceptable accuracy [11]:

OT = TMR + TDB
2 .

The index is still in use, often as a part of some more complex models.

d) Draft prediction model (DR)
The draft is the undesired cooling of the human body due to the air flow. The most

common model for the draft effect evaluation is the one introduced by Fanger et al.
[42]. The model is derived based on experiments in which 50 people were exposed to
various temperatures, mean air velocities and turbulence intensities. The DR model
is incorporated in the ISO 7730 [74] and ASHRAE 55 [4] standards. The model
predicts a percentage of people dissatisfied by drafts using the following formula
[74]:

DR = (34− ta,I)(v̄a,I − 0.05)0.62(0.37 · v̄a,I · Tu+ 3.14) , (2.1.2)

where:

ta,I is the local air temperature, (◦C),
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v̄a,I is the local mean air velocity, (m/s),

Tu is the local turbulence intensity, (%).

According to ISO 7730 the given formula is valid for ta,I within the range of 20–
26 ◦C and Tu within the range of 10–60 %. The turbulence intensity is defined as
the ratio of the standard deviation of the air velocity to the mean air velocity. In a
typical office environment, the turbulence intensity is at the level of 40 % [49]. Since
the thermal discomfort due to draft is considered as the local discomfort, it mainly
affects people at lower activities, i.e. < 1.2met.

2.1.4.2 Heat balance based models

a) Two-node model (ET* and SET*)
The two-node model was proposed by Gagge et al. [52] in 1971, specifically to

formulate a new effective temperature scale [49]. It is often referred as the Pierce
two-node model, because the model was developed at the John B. Pierce Foundation
at Yale University [80]. From the time of its development, the model underwent
many modifications. At present, usually the term “two-node model” is used to
name the model modification presented by Gagge et al. [53] in 1986. The purpose
of the model development was to determine particular combinations of physical
conditions producing the equal physiological strain [49]. On the basis of the exten-
sive data obtained from the climate chamber experiments, Gagge stated that the
skin temperature indicates well the thermal sensation in cold conditions, while in
warm conditions the skin wettedness (Eq. (2.1.3)) should be used instead. In warm
conditions the skin temperature remains relatively constant due to a sweating phe-
nomenon occurring at the skin surface. The concept of the model is to represent
the human body by two thermally lumped nodes, the first representing the human
body core, and the second representing the skin and clothing. The nodes can be
visualized as two concentric cylinders (Fig. 2.2). The internal heat is generated in
the body core node. This heat is partially lost due to the respiration and partially
transported to the skin. The skin exchanges the heat with the environment by
convection, radiation, water vapor diffusion and evaporation of sweat from the skin
surface. Clothing and sweat are assumed to be uniformly distributed on the skin
surface.

The evolution of the two-node model is thoroughly explained in Takada et al.
[126]. In this work only the basic equations of the most known edition (1986) of the
model are presented to explain the model structure. The model equations are valid
for moderate activity levels and uniform environmental conditions [28, 52]. The heat
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Figure 2.2: Summary of 2-node thermal model of human body (based on Auliciems
and Szokolay [11])

balance equations are written separately for the core node and the skin node. Both
equations are written for transient conditions, taking the body heat capacity into
account. The heat balance for the core node is:

cmcr
dTcr
dt = A(−qcr:sk − qcr:am +M −W ) ,

while for the skin node:

cmsk
dTsk
dt = A(qcr:sk − qsk:am) ,

where c is the body specific heat [J/(kgK)], mcr and msk are the body core and
skin masses [kg], Tcr and Tsk are the body core and skin temperatures [◦C], A is the
body surface area [m2], qcr:sk is the heat flux from core to skin [W/m2], qcr:am is the
heat flux from core to ambient [W/m2], qsk:am is the heat flux from skin to ambient
[W/m2], M is the metabolic rate [W/m2] and W is the external work [W/m2]. As
shown, three possible body heat flow paths are assumed: (1) from the core to the
skin, (2) from the core to the ambient, (3) and from the skin to the ambient. The
heat flow from the core to the skin is due to the blood flow and heat conduction:

qcr:sk =
(
cblρblV̇bl

1
3600 ·

1
1000 +Kmin

)
(Tcr − Tsk) ,

where cbl is the specific heat of blood [J/(kgK)], ρbl is the blood density [kg/m3],
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V̇bl is the skin blood flow rate [l/(m2 h)] and Kmin is the minimum heat conductance
by skin tissue, Kmin = 5.28 [W/(m2 K)]. The direct heat flow from the core to the
ambient is due to the respiration:

qcr:am = 1.4 · 10−3 ·M(34− Tam) + 0.0023 ·M(44− Pam) ,

where Tam is the ambient temperature [◦C] and Pam is the ambient vapor pressure
[mmHg]. The heat flow from the skin to the ambient is due to the convection,
radiation, vapor diffusion through the skin and sweat evaporation:

qsk:am = [αc(Tsk − Tam) + αr(Tsk − TMR)]Fcl
+0.06 · r · α′ · Fpcl · (Psk,sat − Pam) + 0.94 · r · ṁrsw ·

1
3600 ·

1
1000 ,

where αc is the convective heat transfer coefficient [W/(m2 K)], αr is the radiative
heat transfer coefficient [W/(m2 K)], α′ is the moisture transfer coefficient [kg/(m2 ·
s · mmHg)], TMR is the mean radiant temperature [◦C], Fcl is the heat transfer
efficiency of clothing [–], Fpcl is the vapor transfer efficiency of clothing [–], Psk,sat is
the saturated vapor pressure for the skin temperature [mmHg], r is the evaporative
heat of water [J/kg] and ṁrsw is the regulatory sweating rate [g/m2 h].

The masses of the core and skin are not constant. They are calculated using the
variable skin mass ratio to the total body α [–]:

mcr = mbm(1− α) ,
msk = mbmα ,

where mbm is the body total mass [kg] and the skin to total body mass ratio α is a
function of the blood flow rate:

α = 0.042 + 0.745
V̇bl + 0.585

.

The skin blood flow rate V̇bl, sweating rate ṁrsw and increase in the metabolic rate
due to shivering Mshiv are functions of the so-called warm and cold signals for the
body temperature: wsigcr, wsigsk, wsigbm, csigcr and csigsk [◦C]. The warm and
cold signals are evaluated as follows:

wsigcr =

Tcr − Tcr,set (Tcr > Tcr,set)

0 (Tcr ≤ Tcr,set)
,
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wsigsk =

Tsk − Tsk,set (Tsk > Tsk,set)

0 (Tsk ≤ Tsk,set)
,

wsigbm =

Tbm − Tbm,set (Tbm > Tbm,set)

0 (Tbm ≤ Tbm,set)
,

csigcr =

0 (Tcr ≥ Tcr,set)

Tcr,set − Tcr (Tcr < Tcr,set)
,

csigsk =

0 (Tsk ≥ Tsk,set)

Tsk,set − Tsk (Tsk < Tsk,set)
,

where the set point temperatures Tcr,set = 36.8◦C and Tsk,set = 33.7◦C. Tbm and
Tmb,set are the actual temperature and the temperature set point for the whole
body, respectively. They are calculated as:

Tbm = α · Tsk + (1− α) · Tcr ,
Tbm,set = α · Tsk,set + (1− α) · Tcr,set .

Finally, the skin blood flow rate can be expressed as:

V̇bl = 6.3 + 200 · wsigcr
1 + 0.1 · csigsk

.

The sweating rate is as follows:

ṁrsw = 170 · wsigbm · exp
(
wsigsk
10.7

)
.

The increase of a metabolic rate due to shivering is as follows:

Mshiv = 19.4 · csigcr · csigsk .

The steady state solution is obtained by performing a long enough transient simu-
lation. At the initial time step the body core and skin temperatures are set to their
set points values Tcr and Tsk, respectively [126]. Afterward, the transient simulation
of the human thermoregulatory system proceeds. The simulation continues until the
simulation time specified by the user is reached. The steady state is usually reached
after about 60 minutes of the run-time.

There is a number of ways to use the results from the two-node model to evaluate
the thermal strain of a person in the given conditions. The two most known thermal
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Figure 2.3: Psychrometric chart showing constant ET* lines and corresponding
discomfort levels (DISC scale) (based on Auliciems and Szokolay [11])

indices proposed by Gagge et al. [52, 53] are: the new effective temperature (ET*)
index (developed in 1971) and the standard effective temperature (SET*) index
(developed in 1986). Gagge assumed that the thermal strain is proportional to the
so-called skin wettedness w, which is defined as follows:

w = Esk
Emax

= Ediff + Ersw
Emax

, (2.1.3)

where Esk is the evaporative heat loss from the skin surface [W/m2], Ediff is the
heat of vaporized water diffusing through the skin layer [W/m2], Ersw is the heat
of vaporized sweat necessary for the regulation of body temperature [W/m2] and
Emax is the maximum possible evaporative heat loss from the body surface in the
given conditions [W/m2]. Both ET* and SET* can be calculated using the final skin
surface temperature and wettedness obtained from the two-node model simulation.
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The ET* temperature is defined as the temperature of a uniform environment at
the 50% relative humidity, which would produce the same net heat exchange with
a given person as actual conditions [11]. The definition of SET* is similar to ET*,
with the difference that SET* refers to subjects wearing “standard” clothing for
the given activity and conditions. The ET* and SET* lines are represented on the
psychrometric chart as straight lines, each referring to a constant skin wettedness.

According to the study of Takada et al. [126], the 1986 edition of the two-node
model shows a good agreement with the experimental data in both low-temperature
and high-temperature steady state conditions. The relatively good accuracy is ob-
tained mainly thanks to the inclusion of the shivering effect, which was not present
in the original model (1971).

Although the model is based on non-steady state equations, it should be used
with care when assessing the thermal comfort in transient conditions. The available
information concerning the validity of the two-node model in transient situations is
limited [126]. However, the another study of Takada et al. [125] showed, that the
two-node model could accurately predict the transient skin temperature of individual
people, if the constants used in the model were properly tuned. Each constant used
in the model relates to a different physiological response and responses are different
for each person. The two-node model is one of the most widely used human thermal
models at present. The ET* and SET* thermal indices are commonly used especially
in hot and humid regions, where it is important to evaluate quantitatively the degree
of effects of the temperature and humidity [92].

b) PMV-PPD
The PMV-PPD model was developed by Fanger around 1970 [40]. From that time

it became arguably the most known thermal comfort index used in the practice. The
model remained essentially unchanged since its first publication [81]. The model is
included in the two most often cited thermal comfort standards: ASHRAE 55-2004
[4] and ISO 7730 [74]. The model is derived from the physics of the heat transfer
using an empirical fit to the sensation[49]. The model does not attempt to simulate
transient conditions or thermal regulatory system [81]. Instead, the model evaluates
a thermal strain under steady state conditions. The strain amount correlates with
the total heat flux between the body and environment. Despite its steady state basis,
the model is often used to evaluate transient but still close-to-steady conditions, like
those met in most buildings.

The PMV index represents the “predicted mean vote” (on the thermal sensation
scale) of a large population of people exposed to a certain environment. The PMV is
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the expected comfort vote on the ASHRAE scale of the subjective thermal sensation
(cold (-3), cool (-2), slightly cool (-1), neutral (0), slightly warm (1), warm (2), hot
(3); see Table 2.5) [70]. When the thermal comfort is achieved for the majority of
the population, the PMV equals 0. Even under these “ideal” conditions, there are
still 5% of dissatisfied people. Any oscillation from the thermal balance results in
a PMV change. When the thermal sensation is “too warm”, PMV experiences a
positive change. If the thermal sensation is “too cold”, the PMV change is negative.
The greater the load, the more comfort votes deviate from zero.

The PMV is correlated with the predicted percent of people dissatisfied at given
conditions (PPD). The PPD has a minimum value for PMV=0. When the PMV
changes away from zero, PPD increases (Fig. 2.4).

The derivation of the PMV model starts from the human heat balance equation
written for a steady state [40]:

M − Ed− Esw − Ere− Lr = R + C , (2.1.4)

whereM is the metabolic rate (internal heat production), Ed is the heat loss due to
water vapor diffusion through the skin, Esw is the heat loss due to sweating, Ere is
the latent heat loss due to respiration, Lr is the dry respiration heat loss, R is the
heat loss by radiation from the surface of the clothed body and C is the heat loss
by convection from the surface of the clothed body. Usually, all of the quantities
are calculated in watts per square meter [W/m2].

Generally, Eq. (2.1.4) is valid only for steady-state conditions. It can be ap-
plied to humans exposed for a long time period to constant conditions at a constant
metabolic rate. Each component from the equation can be substituted with a func-
tion derived from basic physics. All of the functions have measurable values with
the exception of the clothing surface temperature and the heat transfer coefficient,
because these two quantities depends on each other [49]. Thus, in order to solve the
equation, the clothing temperature and the convective heat transfer coefficient must
be calculated iteratively. At first, an initial clothing temperature must be estimated.
Subsequently the convective heat transfer coefficient is computed which, in turn, is
a basis for a new clothing temperature. The procedure continues until a satisfactory
degree of accuracy is met.

Based on the experiments using climate chamber, Fanger concluded that the
satisfaction of the heat balance equation is required for the optimum human comfort
[49]. The heat balance equation (Eq. 2.1.4) can be reorganized in a way to represent
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a possible thermal load on the body which is not in a thermal balance:

L = M − Ed− Esw − Ere− Lr −R− C , (2.1.5)

where L is the thermal load on the body. Then a thermal strain (mean vote) Y is
a function of L [W/m2] and the metabolic rate M [W/m2]. Fanger correlated the
thermal load L with the mean vote Y from a large number of laboratory studies car-
ried out using a climate chamber. The following empirical correlation was obtained
(constants valid for SI units):

δY

δL
= 0.303 exp (−0.036M) + 0.028 ,

thus the expression for the mean vote is:

Y = {0.303 exp (−0.036M) + 0.028}L .

After expanding all of the terms and naming Y as PMV , the full predicted mean
vote equation is as follows [74]:

PMV = [0.303 exp (−0.036M) + 0.028] ·

·

(M −W )− 3.05 · 10−3 [5733− 6.99(M −W )− pa]−

−0.42 [(M −W )− 58.15]− 1.7 · 10−5M(5867− pa)−
−0.0014M(34− ta)− 3.96 · 10−8fcl

[
(tcl + 273)4 − (tMR + 273)4

]
−

−fclhc(tcl − ta)
 , (2.1.6)

where W is the effective mechanical power [W/m2] (usually around 0), Icl is the
clothing insulation [m2K/W], pa is the water vapor partial pressure [Pa], ta is the
air temperature [◦C], tMR is the mean radiant temperature (MRT) [◦C], fcl is the
fraction of body clothed [–], tcl is the temperature of clothing surface [◦C] and hc

is the convective heat transfer coefficient [W/(m2K)]. The clothing temperature tcl
must be found by iteration from:

tcl = 35.7− 0.028(M −W )− Icl ·
·
{

3.96 · 10−8fcl
[
(tcl + 273)4 − (tMR + 273)4

]
+ fclhc(tcl − ta)

}
,(2.1.7)
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where hc is found by:

hc =

2.38 · |tcl − ta|0.25 for 2.38 · |tcl − ta|0.25 > 12.1√var
12.1√var for 2.38 · |tcl − ta|0.25 < 12.1√var

, (2.1.8)

where var stands for the relative air velocity [m/s]. The fraction of the body clothed
fcl can be approximated using the following formula:

fcl =

1.00 + 1.290Icl for Icl ≤ 0.078

1.05 + 0.645Icl for Icl > 0.078
. (2.1.9)

The PPD index, which establishes a quantitative prediction of the percentage of
thermally dissatisfied people, can be calculated using the following formula [74]:

PPD = 100− 95 exp(−0.03353 · PMV 4 − 0.2179 · PMV 2). (2.1.10)

The main drawbacks of the PMV-PPD model are related with the difficulties in
the accurate measurement of the clothing thermal insulation and activity level in
field studies [25]. These two factors can “dominate” the resulting PMV.
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Figure 2.4: PMV-PPD correlation

According to de Dear and Brager [34] the PMV is more accurate for air-conditioned
spaces than naturally ventilated ones. In warm naturally ventilated buildings the
PMV overestimates the human subjective warmth sensations.

A concise summary of the range of applicability of the PMV model is presented
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in Humphreys and Nicol [70]. The authors investigated the applicability of the PMV
model using the ASHRAE database [33] of field studies. They found that taking
these world-wide data as a single distribution, the PMV is free from any serious
bias. However, some underlying biases in relation to each contributing variable still
exist. Additionally, a further bias related to the outdoor temperature was found.
The authors concluded that the PMV predicts the actual thermal sensation most
accurately for the following ranges of input variables:

• clothing insulation in the range of 0.3–1.2 clo (light clothing),

• activity levels below 1.4 met (mainly sedentary activities),

• room temperatures below 27 ◦C,

• air speed below 0.2 m/s,

• humidity below 60%,

The authors compared the obtained limits with the the ranges for the valid use of
the PMV given in ISO 7730 [74], i.e.:

• clothing insulation — 0–2.0 clo,

• metabolic rate — 0.8–4.0 met,

• room temperature — 10–30◦C,

• air speed — 0–1 m/s,

• humidity — maximum vapor pressure of 2.7 kPa.

It was found, that ISO 7730 limits are not restrictive enough in order to ensure the
validity of the PMV.

Despite its limitations, the PMV-PPD model is probably the most widely used
thermal comfort model to evaluate indoor conditions. It presents a good balance
between the ease of use and the prediction accuracy. Although the model is based on
steady state equations, it can be used to evaluate slightly time-varying conditions,
like those met in most buildings.

2.1.4.3 Complex multi-node models

The complex multi-node models are aimed at modeling the human thermoregula-
tory system. In fact, they are often named as “human thermal models” instead of
“thermal comfort models”. These models do not give the thermal sensation directly.
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The provided outputs cover the thermal parameters of each body segment, i.e. the
temperature, the heat exchange due to the conduction, convection or radiation be-
tween individual body segments or with the environment. The models can be used
in thermal comfort analyses, because the thermal sensation highly depends on the
body heat load, which can be assessed using these models.

The common feature of the multi-node models is that they take into account the
effects of environment nonuniformities. Some of these models are also suitable for
highly non-steady conditions. These characteristics make them a suitable tool to
evaluate vehicular environments, which are usually far more dynamic than building
indoor environments.

One of the most influential multi-node model is the 25-node model proposed
by Stolwijk [123] for the aerospace applications. The model is comprised of two
separate systems of the thermoregulation: the control system and the controlled
system. The controlled system is the body described by the thermal characteristics
of its different parts. The control system is responsible for recognizing the thermal
state of the controlled system, integrating it and forcing appropriate actions to
minimize the thermal strain of the organism. The possible actions to be taken are
the sweating, vasolidation, vasoconstriction and shivering.

muscle
node

core
node

fat
node

skin
node

central
blood
node

Q

BCBCBCBC

E

QQQ

TDTDTD

- convective heat transfer due to blood flow
- conductive heat transfer between nodes
- node heat production
- evaporative heat loss from skin surface
- convective and radiative heat exchange with environment

BC
TD
Q
E
CR

CR

Figure 2.5: Schematic diagram of the body segment in the Stolwijk’s model (based
on Stolwijk [123])

The controlled system is comprised of six segments: head, trunk, arms, hands,
legs and feet. Each segment consists of four concentric layers representing the core,
muscle, fat and skin. Each layer is represented by a one node. The body model has
also an additional central blood node, which is connected with all the other nodes.
The total number of nodes in a model is 25: 4 nodes in an each of the 6 segments,
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plus the 25th central blood node. A schematic diagram of the body segment is
presented in Fig. 2.5.

The Stolwijk’s model is a transient model. At each time step a transient heat
balance equation is solved for each node. The heat balance equations for a node
(i, j) are as follows [97]:

C(i, 1)dT (i, 1)
dt

= Q(i, 1)−BC(i, 1)− TD(i, 1)− E(i, 1) ,

C(i, 2)dT (i, 2)
dt = Q(i, 2)−BC(i, 2) + TD(i, 1)− TD(i, 2) ,

C(i, 3)dT (i, 3)
dt = Q(i, 3)−BC(i, 3) + TD(i, 2)− TD(i, 3) ,

C(i, 4)dT (i, 4)
dt = Q(i, 4)−BC(i, 4) + TD(i, 3)− E(i, 4)− CR(i, 4) ,

where:
i – segment number: 1) heat, 2) trunk, 3) arms, 4) hands, 5) legs, 6) feet,
j – layer number: 1) core, 2) muscle, 3) fat, 4) skin,
C(i, j) – thermal capacitance of the node (i, j) [J/K],
T (i, j) – temperature of the node (i, j) [◦C],
Q(i, j) – rate of heat production in the node (i, j) [W],
BC(i, j) – convective heat transfer from the node (i, j) to the central blood [W],
TD(i, j) – conductive heat transfer from the layer j to the layer j + 1 [W],
E(i, j) – evaporative heat loss from the skin surface [W],
CR(i, j) – convect. and radiat. heat exch. rate between skin and environment [W],
t – time [s].

The heat balance equation for the central blood node is as follows:

CCB
dTCB
dt =

6∑
i=1

4∑
j=1

BC(i, j) ,

where CCB and TCB are the thermal capacitance [J/K] and the temperature [◦C] of
the central blood compartment, respectively. The physiological and thermal param-
eters, like the blood flow rate, metabolic heat production and conductivity of the
tissues are obtained from empirical studies. The heat balance equations are solved
using the finite difference method.

It is proven that the original Stolwijk’s model predicts transient mean skin tem-
perature with a reasonable accuracy, although some deviations may exist in local
skin temperatures [97]. However, the model can be properly tuned to improve its
performance. According to Munir et al. [97], a modification of the distribution of
the basal skin blood flow and the distributions of the vasoconstriction and workload
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significantly improves the performance.
A significant number of researchers used the Stolwijk’s concept as the framework

for further development [97]. The derived models usually consist of more body
segments and have modified parameters or thermal control equations. Some of the
most validated models based on the Stolwijk’s model are: the UCB (the University
of California, Berkeley) comfort model [68], the 65-node Tanabe model [127], or the
Fiala model [44, 45].

Of course, not all of the recently used human thermal models are based on
the Stolwijk’s model. For example, some of them are detailed three-dimensional
finite element human body models, like the Wissler’s model (225 nodes) [138], the
Smith’s model (3000 nodes) [117], or the Fu’s model (an extended Smith’s model,
3000 nodes) [51].

A comprehensive review of the complex multi-node models is presented by Alah-
mer et al. [3], Foda et al. [47] and Cheng et al. [28].

Up to the present, none of the complex multi-node human thermal models has
been adopted by any international standard regarding the prediction of human ther-
mal sensations [47].

2.1.4.4 Adaptive models

The previously described heat balance based models in an elegant and consistent way
connect the analytically derived body heat load with a predicted thermal sensation.
These models are proven to be valid when factors like clothing or activity level are
known. However, they are based on the assumption that a building occupant is a
passive recipient of the thermal environment and does not take any action when the
body is not in a thermal balance. This is one of the limitations of the heat balance
based models. This limitation can be resolved in the so-called adaptive approach
of the thermal comfort modeling. The adaptive approach is based on the concept
that building occupants are not just passive recipients of thermal stimuli, but rather
they interact with the surrounding environment.

The adaptation can be defined as a gradual diminution of the organism’s response
to the repetitive or long-term environmental stimuli. It can be achieved by [22, 50]:

1. behavioral adjustments,

2. physiological adaptation,

3. psychological habituation or expectation.

The behavioral adjustments include all actions a person take to modify heat and
mass fluxes acting on a body in order to preserve the heat balance. There is a
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great number of actions occupants can take to modify the thermal conditions, e.g.:
putting on additional clothes, opening a window, turning on fans, turning on or
adjusting the heating / cooling system, drink / eat hot / cold food or beverages. The
behavioral adjustment of the heat balance is often considered as an opportunity to
maintain thermal comfort [22].

The physiological adaptation connects with a gradual diminution in the strain
induced by an exposure to thermal environmental factors [22]. It refers to both
genetic adaptation and acclimation. Both these terms cover the changes in person’s
physiological thermoregulation setpoints (e.g. the onset of sweating) that come
from prolonged exposure to certain climatic conditions [50]. These are long-term
processes. The time scale of the genetic adaptation is beyond a human lifetime, while
the time needed for the acclimation spans from several days up to few months. In
a cold climate the human body acclimates by increasing the metabolic rate and,
hence, the heat generation rate. In a hot and dry climate the acclimation tends to
increase the sweating capacity. In a hot and humid climate the main reaction is to
increase the peripheral blood flow and elevate the skin temperature.

Finally, the psychological aspect is related with the so-called perceptual adap-
tation, which is a diminution of the sensation intensity in the case of a repeating
or constant exposure to environmental stressors [22]. In contrast to the behavioral
and physiological factors, the psychological factors are non-thermal, i.e. they cannot
alter the body heat load. Rather, they reflect the occupant’s expectation what the
indoor conditions should be like. The expectation is affected by the past exposure,
demographic factors, cultural factors or outdoor climate conditions. The research
on the influence of the psychological adaptation is still ongoing. However, it is ar-
gued that psychological adaptation is responsible for the discrepancies between the
thermal comfort ranges in naturally ventilated and air-conditioned buildings [35]. It
was found that the occupants of naturally ventilated buildings are more tolerant for
the variations of the indoor conditions, while the users of air-conditioned buildings
have a very narrow range of acceptance. It is due to different expectations put on
these different control strategies.

The present adaptive models of thermal comfort tend to be based purely on
empirical relations rather than on analytical formulae. It is due to the fact that
most of the above-mentioned factors affecting the perception of the environmental
conditions are difficult to be taken into account directly (they are difficult to be
measured or predicted). In addition, the recent research results showed that simple
thermal comfort indices have better correlation with the actual comfort votes of
respondents than the complex ones [71]. The increased complexity of a model may
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actually introduce more error than it removes.
Most of the adaptive models predicts a comfortable temperature depending on

the outdoor climate conditions (mainly on the mean outdoor temperature). It is be-
lieved that weather and seasons have a crucial influence on human ability to adapt to
the thermal environment [35]. People take into account the weather forecasts when
making a decision what clothes to put on. Thus, the expected outdoor temperature
impacts the clothing level and, therefore, also the neutral temperature.

The idea that the comfortable temperature may depend on the outdoor con-
ditions was proposed as first by Humphreys [69]. Humphreys analyzed field data
and found that the neutral temperature and the mean outdoor temperature in free-
running naturally ventilated buildings are correlated in the following way:

Tcomf = 0.534Tom + 11.9 ,

where Tcomf is the comfortable (neutral) temperature (◦C) and Tom is the monthly
mean outdoor temperature (◦C). Since that time a considerable number of adaptive
thermal comfort models were developed. The most known and recent adaptive
models are those defined in the ASHRAE Standard 55 [4] and in the European
Standard EN 15251 [38]. In the both standards the adaptive models are optional
(the basic approach is to use the PMV-PPD model). They can be used to evaluate
the environment in naturally ventilated and free-running buildings, where indoor
conditions are regulated by occupants primarily by opening and closing windows.
The adaptive models can be applied for spaces where the occupants are engaged in
near sedentary activities and they are free to adapt their clothing level.

The ASHRAE Standard model and the EN 15251 model are similar, but not the
same. It is because of the following differences [99]:

• different databases used to derive the models,

• slightly different building classifications,

• different derivation procedure for the neutral temperature,

• different type of outdoor temperature taken into account.

a) Adaptive model in ASHRAE Standard 55
The model incorporated in the ASHRAE Standard 55 [4] was proposed by de

Dear and Brager [35]. It is based on the analysis of field studies conducted in 160
buildings located on four continents in varied climate zones. The model applies only
for naturally conditioned spaces [35], i.e. the spaces which:
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• are regulated primarily by the occupants through opening and closing of win-
dows,

• can be equipped with a mechanical heating, but the model does not apply for
the periods when it is in operation,

• are not equipped with any mechanical cooling system,

• can be equipped with a mechanical ventilation with unconditioned air.

The model predicts a comfortable indoor temperature Tcomf with the following equa-
tion [35]:

Tcomf = 0.31Tom + 17.8 ,

where Tom is the monthly mean outdoor temperature.

b) Adaptive model in EN 15251
The EN 15251 adaptive model is based on the data collected in the EU project

Smart Controls and Thermal Comfort (SCATs) [99]. In opposition to the ASHRAE
adaptive model, the EN 15251 model applies to all buildings in the so-called free-
running mode. These include buildings with no mechanical cooling or heating in
operation, regardless of the presence of those systems. Buildings in a free-running
mode do not use energy to increase indoor thermal comfort. They are equipped with
operable windows, which are the main means to adjust indoor conditions. Buildings
equipped with mechanical fans or a mechanical ventilation are also considered as
free-running if the air is not conditioned.

The comfortable temperature Tcomf is defined by the following formula:

Tcomf = 0.33Trm + 18.8 ,

where Trm is the running mean temperature for the considered day. This tempera-
ture is defined as follows:

Trm = (1− α)(Ted−1 + αTed−2 + α2Ted−3 + . . .) , (2.1.11)

where Trm−1 is the running mean temperature for the previous day, α is a constant
between 0 and 1 (the recommended value is 0.8), Ted−1 is the daily mean external
temperature for the previous day, Ted−2 is the daily mean external temperature for
the day before, and so on. Since α is less than 1, the presented series put greater
weights on the temperature for days closer to the present [99]. It means, that the
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impact of recent experiences is higher than the older ones. In practice, Eq. (2.1.11)
is often simplified to:

Trm = (1− α)Ted−1 + αTrm−1 .

Because the model was derived using data collected in European countries, it is
more applicable to European climate conditions than the ASHRAE adaptive model,
which is based on worldwide data. [99].

2.1.5 Summary

The human thermal comfort is a highly multidisciplinary problem. The human’s
thermal perception of the surrounding environment is affected by a number of en-
vironmental and personal factors. The environmental factors describe the thermal
properties of the environment, i.e. air temperature, air velocity, humidity, mean ra-
diant temperature, nonuniformity, etc. The personal factors divide to physiological,
psychological and behavioral factors. These factors include the thermal properties
of the human organism as well as the attitude and expectations of a person. Most
of the above-mentioned factors are difficult to predict or calculate.

As shown in the preceding sections, a significant number of approaches to eval-
uate indoor conditions, in terms of the thermal comfort, were developed. It is clear
that there is no any fit-to-all solution. Each model has its strengths and weaknesses,
and a corresponding range of applicability.

The purely empirical models are the oldest ones. They are easy to use and, if
used in the dedicated range of conditions, they produce reasonable results. Some of
them are still in use, like the WBGT which is a good indicator of the heat stress in
hot environments. Their main disadvantage is that the applicability range is often
very narrow.

The heat balance based models, like the Gagge’s two-node model or the Fanger’s
PMV-PPD model, have a much higher level of applicability. However, the heat
balance based models are considerably more complex than the empirical models.
The calculations evaluating the surrounding environment in these models are usually
made using computer programs due to the presence of iteration loops (as in PMV-
PPD model) or non-steady state equations (as in two-node model). One of the most
significant disadvantages of these models is the difficulty of a correct prediction of
input parameters, particularly of the personal factors (level of clothing and activity).
The two-node model also needs, as an additional input, the convective heat transfer
coefficient, which is not easily measured in the case of a human body. Nevertheless,
in the present time the heat balance based models are the most widely used ones.
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The evidence of this fact is that the two most known thermal comfort standards,
ISO 7730 [74] and ASHRAE Standard 55 [4], are based on the PMV-PPD model.

The adaptive models were developed to overcome the obvious limitations of the
heat balance based models. According to the adaptive approach to the thermal
comfort modeling, building occupants interact with the indoor environment. People
can adapt to new conditions physiologically as well as behaviorally. They can take a
number of actions in order to maintain the thermal comfort, i.e. change the clothing,
open or close windows, etc. Moreover, the perception of the indoor conditions
depends also on psychological factors, like expectations or the attitude. Most of these
models are based on empirical fits of the indoor neutral (comfortable) temperature
to the mean (daily or monthly) outdoor temperature. It is based on the assumption,
that outdoor climate is the main factor influencing the behavior and expectations.
The adaptive models are suitable to evaluate the indoor conditions in free-running
buildings during the summertime.

The complex multi-node models are, on the other hand, the only tools which can
be used to evaluate highly transient and nonuniform conditions. Such conditions
are particularly characteristic for vehicles. Those models are used in the automo-
bile, aerospace and military industry. They simulate the human thermoregulatory
system, giving an extensive, quantitative data about the heat transfer in a human
body. However, they are significantly more complex and difficult to use. Some
of them, especially those based on the finite element method, require a high com-
puting power. The complex models are preferred in studies concerning vehicular
environments, which are much more dynamic than building environments.

As shown, in order to choose an appropriate thermal comfort model for a given
study, a compromise between the capabilities and the complexity of a model must
be found.

2.2 Thermal modeling of buildings

The aim of the present section is to present some background information concerning
the building thermal modeling. The main issues of the buildings thermal modeling
and main modeling approaches are discussed. In order to choose a right approach,
the pros and cons of each method need to be evaluated.

The energy exchange process between the building and its outdoor environment
is very complex. The phenomena governing this process are conduction, convection,
radiation, and, in some cases, phase changes. Buildings lose heat mainly through the
envelope and by ventilation. The major heat gains are solar heat gains and internal
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heat gains due to the human metabolism and equipment being in use. With so
many diverse factors affecting the thermal performance of buildings the use of an
accurate assessment method is crucial. The available methods can be grouped into
three categories: experimental, analytical and numerical.

The experimental studies are based on investigations of real systems. These
studies are usually the most expensive, although the cost highly depends on the
problem type. Experiments give an opportunity to investigate even the most com-
plex problems, when many phenomena influence the results. Such problems are often
difficult to be analyzed analytically. On the other hand, it can be hard to create
ideal, fully controllable conditions when a particular phenomenon has to be isolated.
Also, there can be significant difficulties with the collection and interpretation of the
measurement results due to a limited number of measuring instruments. Moreover,
each instrument has a limited precision, what introduces additional errors. The
experimental results are often used to validate numerical results.

In contrast, analytical and numerical methods study simplified systems. The
simplified system is represented by its mathematical model. Depending on the aim,
a real system can be simplified in terms of the geometry and underlying physics.
Hence, the results of analytical and numerical investigations depend mainly on a
mathematical model precision.

The analytical methods give a precise solution of the mathematical problem. The
solution is obtained for the entire computational domain. However, analytical solu-
tions exist only for relatively simple problems, with regular geometries and simple
boundary conditions. When the problem is too complex to be solved analytically, a
numerical method has to be applied.

The numerical methods are capable to find an approximate solution to complex
mathematical problems. Such problems are often described using one or more differ-
ential equations, e.g. the heat equation or transient heat balance. In the numerical
methods, the governing differential equations are not solved directly. The compu-
tational domain is first spatially discretized, and then a set of algebraic equations
approximating the differential equations is constructed. The solution provides the
output values for all the relevant variables, but is obtained only in a finite number
of points called mesh nodes. The numerical methods enable to simulate ideal condi-
tions, where only one certain phenomenon can be studied without the influence of
other factors [106].

In general, numerical studies are usually less expensive than experiments, both
at small-scale and full-scale. In addition, in many cases, computers enable to in-
vestigate a problem many times faster than real-time experiments. For example, a
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simulation of the building’s thermal behavior over a one-year time period can be
completed in just several seconds to several days, depending on the model complex-
ity. It is possible thanks to a rapid increase in the computing power in the last
three decades, making numerical investigations incomparably cheaper and faster.
However, the computing time needed to solve the most complex problems can be
still significantly greater than the real time. It often happens in the case of the
computational fluid dynamics (CFD) studies.

There is a number of types of numerical thermal models of buildings. They
differ in the number of considered phenomena, spatial discretization methods and
applied numerical schemes. The most simple models can be only used to estimate
an approximate building energy demand. The most complex ones can provide com-
prehensive data regarding building indoor environment. In addition, the models can
be mixed: elements of the most interest can be modeled using a more sophisticated
method giving more detailed results, while the rest of a building can be significantly
simplified.

Sometimes, a model may consist of a set of submodels which exchange data
between each other during the simulation, that is called the co-simulation. There is
a number of algorithms to exchange solution results between the submodels working
in a co-simulation.

The numerical thermal models of buildings can be divided into the following two
groups:

• static models,

• dynamic models.

The static models are based on a steady state form of equations, and therefore they
cannot account for thermal capacity effects. The dynamic models are based on a
time-dependent form of equations, making it possible to consider time-dependent
effects, like the thermal inertia due to thermal capacitance of building structures.
In some cases however, static and dynamic models can work in a co-simulation, as
discussed in Wang and Wong [134, 135] or Zhai et al. [144]. It is especially typical
to run a co-simulation between a static CFD solver and a dynamic building energy
simulation solver (e.g. based on a multizone model).

A building thermal model usually consists of minimum two components: the
model of the building envelope and the model of the indoor air. They are usually
considered as separate domains. The conduction prevails in the building envelope,
while the convection prevails in the indoor air (although many of the models do not
take it into account). The most common approaches to model the building envelope
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and the indoor air are shortly described in two separate subsections (Sections 2.2.1
and 2.2.2).

2.2.1 Building envelope modeling

Usually, the heat transfer through a building envelope is described using the heat
conduction equation. The building envelope models differ in the numerical schemes
applied to solve the equation and in the simplifying assumptions set on the geometry.
The heat is transferred through the building envelope particularly by the conduction.
The heat conduction can be treated as the steady or transient heat transfer. The
transient heat conduction in building components can be computed using either
numerical methods (e.g. the finite difference method) or a superposition principle
with so-called response factors [122]. The most popular approaches to model the
building envelope are presented below.

a) Steady state approach

The steady state approach in modeling of the building envelope is based on a steady
state form of the heat transfer equation (Laplace’s equation):

∇2T = 0 ,

where ∇2T is the divergence of the temperature gradient. In general, the tempera-
ture T is a function of three space coordinates x, y, z:

T = f(x, y, z) .

In a steady state, the temperature does not depend on time. In building thermal
models, the heat transfer is usually assumed to be one-dimensional:

d2T

dx2 = 0 .

When the temperature distribution in building structure elements is known, it is
possible to calculate the related heat fluxes using the Fourier’s law. For a one-
dimensional case the Fourier’s law is:

−→q = −λdTdx ,

where −→q is the local heat flux [W/m2], λ is the material’s conductivity [W/m2 K]
and dT/dx is the temperature gradient [◦C/m]. In the practice, the transmission
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heat loss Qtr [W] through the thermal envelope during the considered time period
∆t [s] is calculated as follows:

Qtr =
(∑

i

UiAi

)
·∆T ·∆t , (2.2.1)

where ∆T is the difference between indoor and outdoor temperatures [◦C], and Ui
and Ai are the heat transmission coefficient [W/(m2 K)] and the area [m2] of the
partition i, respectively. Eq. (2.2.1) is valid only for the one-dimensional heat
transfer. The influence of the two- and three-dimensional effects is often included
by the so-called linear- and point-type thermal bridges. The thermal bridges are
characterized by linear and point heat transmission coefficients, ψ [W/mK] and χ
[W/K], respectively. The coefficients can be obtained experimentally or numerically.
The default values of ψ for some typical linear thermal bridge types can be found in
the EN ISO 14683 [39]. The transmission heat loss, including the thermal bridges
effects, is given by:

Qtr =
∑

i

UiAi +
∑
j

ψjLj +
∑
k

χk

 ·∆T ·∆t ,
where j is the number of linear thermal bridges, k is the number of punctual thermal
bridges and Lj is the length of the linear thermal bridge j [m]. The steady state
approach (often referred as the U-value approach) in the building envelope modeling
exists in many national building codes, including the Polish one [113].

b) Response factor method

The response factor method is based on a superposition principle which is valid for
linear and invariable systems [122]. Using this method, it is possible to find tran-
sient heat fluxes in one-dimensional building components. The method is applicable
to single-layer as well as to multilayer components. The method utilizes analytical
solutions to unit excitations, and therefore it is generally not considered as a nu-
merical method. However, due to the total number of calculations (summation of
the analytically derived responses) needed to reach the final result, the method has
to be implemented as a computer program.

In the method, the building excitations are resolved into a series of simple com-
ponents. The possible excitations acting on a building are e.g.: solar radiation
absorbed at any surface, air dry-bulb temperature, sol-air temperature, etc. The
continuous excitation functions are represented as time-series. Subsequently, a re-
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sponse to each excitation component is calculated. Finally, the responses are added.
The sum of the responses represents the total response of the system to the given
total excitation. If the method is applied to calculate the heat flow through external
walls, there are four types of response factors which has to be calculated [88]:

1. response on the outside surface due to an outside excitation,

2. response on the inside surface due to an outside excitation,

3. response on the outside surface due to an inside excitation (equal to the pre-
vious one),

4. response on the inside surface due to an inside excitation.

The analytical formulae to calculate the response factors exist for slabs composed of
homogeneous layers. The response factors for components of highly inhomogeneous
materials (e.g. hollow bricks) can be evaluated numerically or experimentally [88].
Using this method it is also possible to construct a set of equations to describe the
dynamic thermal characteristics of an entire room [91]. The equations describe the
heat balances for the indoor air and at each of the surfaces enclosing the room.
The equations can be used directly to calculate surface temperatures or indoor air
temperature.

Figure 2.6: Time-series representation of continuous function in response factor
method [122]

The time-series of the excitation function is a series of numbers or quantities
representing its values at successive equal intervals of time [122]. The function can
be represented as a series of step functions or triangular pulses. The triangular
pulse approach gives a better approximation to the original function, since the sum
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Figure 2.7: Unit triangular excitation and unit response function [122]

of overlapping triangles is a continuous function made up of straight line segments
(Fig. 2.6) [122].

The response factor method is less computationally demanding than numerical
methods, since calculations of response factors are done only once at the simulation
beginning. In the subsequent steps, elementary response factors can be combined
with any set of excitation data [91]. The difference in a computing power demand
between this method and numerical methods was especially noticeable in the 1970’s
and 80’s, when computers where significantly slower than present ones. Nowadays,
the available computing power makes this advantage less significant.

c) Numerical methods

Numerical methods approximate a solution of the heat transfer equation, which
governs the heat transfer in the building envelope. The solution is provided only at
a finite number of points and not for the entire (continuous) computational domain.
The most widely used numerical methods applied in the heat transfer problems are
the Finite Difference Method (FDM), Finite Volume Method (FVM) and Finite
Element Method (FEM) [86].

From the three above-mentioned methods, FDM is the easiest to be implemented.
FDM replaces all partial derivatives in the differential equation by approximations,
using the truncated Taylor series [106]. The approximated equations are called
the difference equations. The difference equations are written for an array of grid
points, called nodes. The system of nodes represents a discretized domain of the
problem. The solution accuracy can be increased by increasing the number of nodes.
However, the method becomes difficult when the problem has an irregular geometry
or a complex definition of boundary conditions [86]. FDM is probably the most
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often used numerical method when a one-dimensional heat conduction is assumed.
A considerable number of the finite difference schemes exist. The most widely
used schemes to solve the heat transfer equation are: the Forward Time Centered
Space (FTCS) scheme, the Backward Time Centered Space (BTCS) scheme and the
Crank-Nicolson scheme.

In FVM, the computational domain is divided into a number of finite volumes.
In the method the equations are presented in the integral form. The divergence
terms in the equations are expressed as surface integrals, based on a divergence
theorem. Surface integrals represent fluxes at finite volume surfaces. Each finite
volume can have an arbitrary defined shape, making the method convenient when a
domain geometry is complex. In a uniform Cartesian mesh, the FVM method can
be regarded as a FDM [24]. On the other hand, the vertex-centered FVM is very
similar to the linear FEM [86].

In FEM, the solution domain is divided into small, interconnected regions, called
elements. In the method, a piecewise (element-based) continuous function (based on
linear, quadratic or higher-order polynomial subfunctions) for a solution is assumed.
Subsequently, the parameters of functions are found in a manner to reduce the error
in the solution. The concept of the FEM is very broad, i.e. the method can be
used in a variety of different ways to solve a given problem [16]. The method was
originally developed to be applied in the structural analysis of solids [17]. During the
last decades, however, the method applicability was extended also to other fields,
like fluid flow and heat transfer. The method is robust for solving problems with
complex geometries. As in the FVM, it is possible to use irregular meshes, finer in
regions of a special interest and coarser elsewhere. The exemplary works in which the
concept of FEM is thoroughly explained are those of Bathe [16, 17] or Zienkiewicz
and Morgan [150]. The adaptation of FEM to problems of heat transfer and fluid
flow is discussed by Lewis et al. [86].

FEM is probably the most versatile method, but also the most difficult to im-
plement. FVM method is considerably easier to implement than FEM and in many
cases it has a comparable accuracy. FDM is easy to implement, but when a geometry
is complex it is difficult to generate a suitable mesh.

2.2.2 Indoor air modeling

The indoor air models are more diverse than the building envelope models. The
building envelope models are based on the same mathematical basis: the heat trans-
fer equation. The indoor air models, on the other hand, differ not only in applied
solution methods, but also in underlying equations. The numerical air models can
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be divided into: lumped models, multizone models (airflow network), zonal models
and CFD models. The lumped models are the simplest ones with a low computing
demand, while the CFD models are the most complex and computing demanding.
The most influential indoor air models are shortly described below.

a) Steady-state heat balance

This is the simplest approach to model the indoor air. It is based on the first law
of thermodynamics with the assumptions that the internal energy of the analyzed
system is constant and there is no work done by the system. Since it is based
on a steady-state heat balance, it is a static model. It should be regarded as an
analytical model rather a than the numerical model. The steady-state heat balance
for an arbitrary number of heat fluxes entering a thermal zone i is:

n∑
j=1

Φj→i + Φsource = 0 ,

where i is the thermal zone number, j is the number of a surface adjacent to the
zone i, Φj→i is the heat flux between the surface j and zone i [W] and Φsource is the
total heat flux generated by internal heat sources (or sinks) [W]. Each component
in the equation can be negative. The indoor air temperature must be known in
order to evaluate the heat amount to be supplied or extracted from the zone in
order to keep the temperature at a given level. The model cannot evaluate the
ventilation performance. The air exchange rate has to be defined explicitly. With
a known air exchange rate, it is possible to calculate the ventilation heat loss (or
heat gain). The steady-state heat balance is implemented in many national building
codes dealing with the building energy demand. The calculations are simple enough
to make them without any help of computers. However, the model cannot provide
any information for the thermal comfort analysis, because no information regarding
the indoor temperature variations and airflow is included.

b) Transient heat balance (lumped model)

The transient heat balance model is the simplest dynamic model. The transient
heat balance can be presented in the following differential form:

n∑
j=1

Φj→i + Φsource = ρiVicp
dTi
dt

,

where i is the thermal zone number, j is the number of a surface adjacent to the
zone i, Φj→i is the heat flux between the surface j and zone i [W] and Φsource is the
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heat flux generated by the internal heat source [W], ρi is the air density [kg/m3], Vi
is the air volume [m3], cp is the air specific heat [J/(kg3 K)], Ti is the air temperature
[K] and t is time [s]. The model takes into account the heat capacity of a considered
air volume and it can be used to calculate the time-varying internal temperature.
Usually, the indoor air is treated as a single volume, i.e. as a single thermal zone.
Thus, the model is often referred as the lumped model. The model cannot provide
any results concerning indoor airflow. The transient heat balance can be solved
numerically, e.g. using the finite difference method.

c) Multizone model (airflow network)

The indoor air is treated as a set of nodes representing air zones, e.g. rooms [15].
Each zone is assumed to be instantaneously well-mixed. In other words, homoge-
neous conditions are assumed within zones. The connections between the nodes can
be defined to represent components like cracks, doors, windows, fans, etc. Each
component has a different flow characteristics (Table 2.6). The flows in nodes are
calculated from nodal pressures and inter-nodal component characteristics [63].

Table 2.6: Typical inter-nodal component equations [65]
(ṁ - mass flow rate, ∆P - pressure difference, q̇ - volumetric flow rate, a, b - con-
stants)

Type General Equations
Power law flow resistance element ṁ = ρa∆P b

Quadratic law flow resistance element ∆P = aṁ+ bṁ2

Constant flow rate element ṁ = ρa
General flow inducer (fan or pump) ∆P = ∑3

i=0 ai( ṁρ )i
q̇min ≤ ṁ

ρ
≤ q̇max

In all indoor nodes, the mass conservation law has to be satisfied. The mass
balance leads to a system of non-linear equations describing the airflow in the com-
putational domain. It can be solved numerically, e.g. using the Newton-Raphson
method. The “external” nodes in the system represent ambient conditions, e.g.
ambient temperature, pressure or wind velocity. The model offers a considerable
flexibility in describing a range of designs [63]. It can be used to simulate not only
the indoor airflow, but also the fluid flow in a plant system, e.g. heating system,
mechanical ventilation system (ducts, fans, etc.) or solar collector system. It is
possible to combine the building airflow and plant fluid flow networks [64].

Up to now, the multizone model is the only model capable to perform annual
simulations of the building airflow within a reasonable computing time. Thus, it is
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the best choice for design optimization purposes [27]. It is because the number of
nodes needed to build a numerical model, and therefore the number of equations
to be solved at each time step, is relatively small (comparing for example to CFD
models). However, as reported by Chen [26], a multizone model can be incapable
to deal with a natural ventilation system. Especially, buoyancy-driven natural ven-
tilation systems are difficult to model using only one node per room, since this
system strongly depends on the air stratification. Also, the model application in
indoor comfort analyses is limited, because the local air flow inside rooms cannot
be studied [15].

The multizone model is implemented in all major building energy simulation
programs, e.g. in ESP-r [63] or EnergyPlus [60]. The model is often named also as:
airflow network, mass balance network, or nodal network [65].

d) Zonal models

The zonal models are an intermediate approach between the lumped models, which
are extremely fast but cannot provide any information about local airflow, and CFD
models, which can provide the full information about the airflow but in most cases
are too computationally intensive [140]. Several zonal models have been developed
so far [62, 140].

The room in the zonal model is divided into several zones, in which the tempera-
ture and density are assumed to be homogeneous. The pressure distribution within
a zone is assumed to be hydrostatic [94]. The air is treated as an incompressible
fluid. The general equations governing the mass and energy conservation in each
zone can be written as follows [62]:

dmi

dt =
n∑
j=1

ṁij + ṁsource + ṁsink = 0 ,

dQi

dt =
n∑
j=1

qij + qsource + qsink = 0 ,

where t is time [s], n is the number of the zones adjacent to the zone i, mi is the
air mass [kg] of the zone i, ṁij is the air mass flow rate [kg/s] from the zone i to
the zone j, ṁsource is the the rate of mass supplied by the “internal” source in the
zone [kg/s] and ṁsink is the rate of mass removed from the zone [kg/s], Qi is the
internal energy [J] of the zone i, qij is the heat flux [W] entering the zone i from the
zone j, and qsource and qsink are the heat supplied and removed from the zone [W],
respectively. The mass supply ṁsource and removal ṁsink can be in example due to
a mechanical ventilation system.
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A common approach to calculate the mass flow rate across vertical faces is to
assume a nonlinear dependency of the pressure difference [140]:

ṁij = ρij · Aij · Cd(Pi − Pj)n , (2.2.2)

where ρij is the air density [kg/m3] in the zone i or j depending on the sign of ṁij,
Aij is the area [m2] of the surface between zones i and j, Pi and Pj are the pressures
[Pa] in the zones, and Cd and n are some empirical coefficients for the given flow
regime. The mass flow rate across horizontal faces depends also on the hydrostatic
pressure [140]:

ṁij = ρij · Aij · Cd(Pi − Pj −
1
2(ρihi + ρjhj))n ,

where ρi and ρj are the densities of air [kg/m3] in the zones i and j, and the hi and
hj are the faces height from cell j center [m].

The presented equations cannot take into account the momentum effects. That
is why the zonal models have difficulties in predicting momentum-driven flows. To
increase the model accuracy, two cell (zone) types can be used: standard cells and
specialized cells. The standard cells are used for zones where the air velocity is low.
The mass flow rate in these cells can be calculated using the standard power-law
pressure distribution, like in Eq. (2.2.2). The specialized cells are used in zones
where the airflow is momentum-driven [140], e.g. by fans. Since, the zonal model
does not include momentum conservation equations, some empirical relations have
to be used instead to predict a momentum-driven flow. Unfortunately, the use of
two different cell types limits the model applicability to a few simple configurations
[98]. The model is valid as long as the airflow pattern is similar to the one predicted
by the designer of the model for a given room geometry [27]. In addition, such a
modified zonal model may require a similar computing effort as CFD with the same
cell number [26]. These limitations can be overcome by models that can correctly
predict the airflow in both standard and momentum-driven zones using only a one
cell type, like the POMAmodel [62] (which is however applicable only to steady-state
two-dimensional flows). Due to a semi-empirical nature of the equations governing
the airflow, increasing the number of cells (zones) does not guarantee more accurate
results. Many zonal models are limited to a specific number of zones.

Although initially developed for two-dimensional airflows, some zonal models can
also predict three-dimensional airflows and temperatures with a reasonable accuracy
[139].
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e) Computational Fluid Dynamics

The Computational Fluid Dynamics (CFD) can give an insight in the airflow pattern
in the building. It is the most complex and computationally intensive approach to
model indoor airflow. Each CFD model is based on a different set of partial differ-
ential equations. If the airflow pattern is needed only, the Navier-Stokes equations
(momentum conservation equations) and the mass conservation equation are solved.
The Navier-Stokes equations are derived from the Newton’s second law applied to
a continuum, and in a general form can be written as follows [19]:

ρ

(
∂u
∂t

+ u · ∇u
)

= −∇p+∇ · =
τ + f , (2.2.3)

where ρ is the fluid density, u is the flow velocity vector, t is time, p is the pressure,
=
τ is the deviatoric stress tensor and f stands for volumetric body forces. The mass
conservation equation is as follows [106]:

∂ρ

∂t
+∇ · (ρu) = 0 . (2.2.4)

Such approach can give an accurate airflow solution in domains without significant
temperature gradients, such as some HVAC-equipped spaces.

If temperature gradients cannot be ignored, additionally the energy conservation
equation has to be solved [128]:

cvρ
∂T

∂t
= Φµ +∇ · (λ∇T ) ,

where cv denotes the specific heat, ρ is the density, T is the temperature, t is the
time, Φµ is the viscous dissipation of energy and λ is the thermal conductivity. The
temperature gradients can considerably affect indoor airflow. The effect is especially
important in buildings equipped with buoyancy-driven ventilation systems. In such
cases the indoor air velocity field cannot be accurately predicted if the energy equa-
tion is not taken into account.

It is possible to treat the indoor air as a mixture of gases (multiphase flow) if
another equation is included in the model — species transport equation. Such model
enables to track a contaminant concentration (e.g. CO2) in the considered space.
Depending on the problem formulation, the total number of equations to be solved
varies from few to several. The solution algorithm is highly complex. The major
difficulties are related to the Navier–Stokes equations, which are non-linear, and the
pressure and velocity are interdependent variables.

A number of methods exists to solve the Navier–Stokes equations. The most
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often used numerical methods applied to solve the governing equations are the Finite
Difference Method, Finite Volume Method and Finite Element Method. In addition,
the equations can be solved using a coupled solver or a sequential solver. Coupled
solvers are especially suitable to solve high-speed compressible flows, where a strong
interdependence between variables exists, while segregated solvers are usually used
for incompressible flows or low-speed compressible flows [46]. The coupled solvers
solve all the equations simultaneously (a single matrix is constructed), while the
sequential solvers solve one equation after another, using the so-called inter-equation
coupling. There is a number of inter-equation coupling methods. In all of them the
solution of pressure and velocity is obtained iteratively. Commonly used algorithms
for the pressure-velocity coupling are the Semi-Implicit Method for Pressure-Linked
Equations (SIMPLE) algorithm [106] and its derivatives, and the Pressure Implicit
with Splitting of Operators (PISO) algorithm [76]. There are also some mixed
algorithms, like e.g. the PIMPLE algorithm (PISO + SIMPLE) [102].

Depending on the fluid viscosity and velocity, the flow is laminar or turbulent.
Typical air velocities in buildings are in the range of 0.05–0.5m/s [32]. Velocities
are usually slightly higher in naturally ventilated buildings than in HVAC-equipped
buildings, especially during the summer season. The indoor air speed rarely exceeds
1m/s. Indoor airflows are usually near a transitional range between the laminar and
turbulent flow. Although it is assumed that Navier-Stokes equations properly de-
scribe the turbulence [128], a direct simulation of turbulence by the time-dependent
Navier-Stokes equations is very computationally expensive [19]. Such a direct mod-
eling is known as the Direct Numerical Simulation (DNS). Up to now, DNS is too
computationally demanding to be applied in most cases. It is often used to validate
other turbulence modeling approaches. There are two main approaches to simplify
the Navier-Stokes equations and enable faster calculations: the Reynolds-Averaged
Navier Stokes (RANS) approach and the Large-Eddy Simulation (LES) approach.

The RANS models are based on a decomposition of flow variables into a mean
and a fluctuating part [19]. The averaging simplifies a solution, but there is an
additional need to model a fluctuating part via a turbulence model. Some of the
most widely used RANS turbulence models are e.g. the k− ε and the k−ω models.
In the LES, on the other hand, the time-varying fluctuation is calculated directly,
but the turbulence in the sub-grid scale still has to be modeled. LES generally
gives more accurate results, but is considerably more computationally expensive
than RANS simulations. Each turbulence model is valid only in some certain range
of conditions. There is no any fit-to-all approach.

The CFD solution is strongly dependent on a mesh geometry. In most cases
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the geometry of indoors is complex, especially when furniture is taken into account.
The problem is not only to generate a reasonable quality mesh, but also to validate
it. The validation requires to conduct some preliminary but still computationally
expensive simulations. From the designer point of view, the effort-to-result ratio is
usually too high.

In CFD a special care must be taken to obtain an accurate result in the near-
wall regions. While these regions are often not so important in many non-thermal
cases, in thermal analyses an accurate heat exchange between solid and fluid is
crucial. There are two approaches to solve the boundary layer properly: by using
a very fine mesh near the wall, or by using the so-called wall functions based on
empirical studies. The first approach is too computationally demanding for long-
term simulations. The second one needs to be used with care. The log-law of the
wall, on which wall functions rely, is valid only for particular range of conditions.

In the last years many researchers successfully coupled CFD with some building
energy simulation (BES) models. A CFD program and a BES program can be linked
externally or internally. An example of the internal linking is the ESP-r software,
which has an implemented CFD module [15]. However, this module is limited only
to cuboidal spaces. In addition, a special care must be taken to obtain a converged
solution. On the other hand, there are many successful attempts to link CFD and
BES externally [134, 135, 144]. Such an approach enables to take the advantage
of mature and reliable CFD codes. Although, a special care must be taken to
exchange the data between two separate computer programs what introduces some
inflexibility.

As shown by Mora et al. [94], coarse-grid conventional k−ε CFD models can be a
satisfactory alternative to zonal modeling from the point of view of both computing
effort and accuracy. The coarse-grid CFD models are in better agreement with
experimental results than zonal models [94]. The latest trends in the literature
showed, that studies on zonal models were aimed at the model development rather
than at practical applications [26].

Concluding, CFD has a great potential in the field of building thermal analyses,
but there are still significant difficulties making its use possible only by engineers and
scientists with a strong theoretical background. In addition, although the available
computing power increases year by year, it is still far from enough from the point of
view of long-term CFD simulations. Despite these difficulties, in the last few years
CFD was used in the majority of studies concerning the ventilation performance,
thermal comfort or indoor air quality [26].



2.2. THERMAL MODELING OF BUILDINGS 67

2.2.3 Summary

The thermal modeling of buildings enables to evaluate and compare various building
design concepts in terms of the energy consumption and indoor thermal comfort.
The use of numerical models in building thermal analyses has the following advan-
tages:

• a relatively low cost as compared to experimental studies,

• a full control over input parameters of experiments,

• complete results in the entire domain of interest,

• a possibility to isolate a specific problem.

Building thermal models consist of two main parts. The first part is a model of
the thermal envelope. The second is the model of the indoor air. Due to different
natures of these two environments, different equations are used to describe the heat
and mass transfer and different methods are used to solve them.

Among thermal envelope models, the most simple is the steady-state lumped
model. Its simplicity lets to conduct calculations manually, however the method
cannot take into account thermal capacitance effects. If a transient solution is re-
quired, a dynamic model has to be applied. One of the simplest methods for transient
problems is the response factor method. However, if the considered geometry cannot
be simplified to one dimension, a numerical model (e.g. based on FDM, FVM, or
FEM) has to be developed.

Similarly, the indoor air can be modeled using diverse methods. The most com-
monly used are the simple steady state heat balance approach, the transient heat
balance approach, the multizone modeling, the zonal modeling and the CFD mod-
eling. The heat balance based models are the easiest to implement, but they cannot
provide any information concerning indoor airflow. The air mass flow rates be-
tween rooms can be studied using multizone models. If the local (within a room) air
velocities have to be known, the zonal modeling or CFD modeling has to be applied.

The decision which thermal model to choose to study a given problem is not triv-
ial. The simplest models enable to perform simulations in very short time, but they
can provide relatively little reliable information. The most complex models provide
realistic information, but the cost related with the development and computational
time is often too high. Therefore, a reasonable balance is needed between the model
complexity and its capabilities.
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2.3 Building thermal capacitance

2.3.1 Basic definitions

The heat capacity is the property of a material describing how much heat is needed
to increase or decrease the material temperature by 1K. A thermodynamic system
heat capacity is not constant, but varies with state variables: temperature, pressure
and volume. The heat capacity can be defined as a value per unit mass, per unit
volume or as a value related to the entire considered thermodynamic system. To
avoid ambiguity, terms related to the heat capacity which are used in this work are
defined below.

The heat capacity per unit mass of a material is referred as specific heat or
specific heat capacity and is denoted with c [J/(kgK)]. The specific heat is usually
measured at constant pressure (denoted as cp) or constant volume (denoted as cV ).
In general, cp and cV are different functions of the temperature. From the building
material point of view, more relevant is the the specific heat at constant pressure
cp, since the volume of building materials is generally not constant (e.g. due to the
thermal expansion).

The product of the material density ρ [kg/m3] and specific heat c [J/(kgK)] is
referred as the heat capacity or volumetric heat capacity, denoted with the capital
letter C [J/(m3 K)]:

C = ρ · c .

The heat capacity is a dynamic thermal parameter. In other words, to study heat
capacity effects, a transient heat transfer must be considered. From a mathematical
point of view the influence of the heat capacity on the heat transfer is easy to explain
using the heat equation:

C
∂T

∂t
= λ∇2T ,

or the transient heat balance equation:

V C
∂T

∂t
=
∑

q̇ ,

where ρ is the density [kg/m3], C is the heat capacity [J/(m3 K)], T is the temper-
ature [K], t is time [s], λ is the conductivity [W/(mK)], V is the material’s volume
[m3] and ∑ q̇ is the sum heat fluxes entering the considered space [W]. It can be no-
ticed that the lower heat capacity C materials, the faster is the temperature change
due to any heat load. When a material is not exposed to heat loads, its temperature
eventually evens out. The higher material heat capacity, the longer it takes.
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As shown, there is a positive correlation between the material density and heat
capacity, i.e. heavier materials have higher heat capacity. The examples of common
building materials with a relatively high heat capacity are concrete and masonry.
Such materials are capable to absorb and store high amount of energy without a
significant change in the material temperature.

The total heat capacity of a specific material volume is referred as the thermal
capacitance Cth [J/K] and is calculated as follows:

Cth = C · V = ρ · c · V .

The thermal capacitance is a property often used to describe the total potential of
an entire building structure or its separate components to store the thermal energy.

In building engineering, the thermal capacitance of building structure compo-
nents is often referred as the thermal mass to emphasize inertial effects [143, 142,
147, 148, 149, 58, 112]. These effects affect the indoor environment and building
energy demand. The thermal mass and thermal capacitance are equivalent, fully in-
terchangeable terms. In this work, however, the thermal capacitance is the preferred
term.

When one compares certain wall structures it is useful to define the wall planar
thermal capacitance or simply the wall thermal capacitance Cwall [kJ/(m2K)], i.e.
the thermal capacitance per unit area of a wall. In this work, the wall thermal
capacitance is defined as follows:

Cwall =
n∑
i

ciρidi ,

where n is the total number of layers in a wall, and ci, ρi, di are the specific heat
[J/(kgK)], the density [kg/m3] and the width [m] of the i-layer, respectively. It
should be noticed, that the wall thermal capacitance Cwall does not take into account
the spatial distribution of the thermal capacitance, that also influences the wall
thermal inertia to some extent.

2.3.2 Influence on indoor environment

The thermal capacitance of buildings can be divided into the external and inter-
nal thermal capacitance. The external thermal capacitance is the thermal envelope.
The internal thermal capacitance consists of internal walls, floors and furniture [149].
The external thermal capacitance is exposed both to the ambient and to indoor air,
while the internal thermal capacitance is exposed only to the indoor air. Due to its
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location, the external thermal capacitance is highly efficient in the attenuation of
outdoor temperature swings. However, the internal thermal capacitance also consid-
erably contributes to the temperature stabilization, especially because it has higher
surface area exposed to the indoor space than the external thermal capacitance.

The thermal capacitance, both external and internal, can be used as a sink to
absorb excessive energy during the day. The stored energy is released when the
building cools down. It makes indoor temperature more stable throughout a day. A
more stable indoor temperature reduces the reliance on mechanical services to heat
or cool buildings [58]. If the building is equipped with a heating and / or cooling
system, in high thermal capacitance buildings, there are lower heating / cooling peak
loads. The thermal capacitance has a potential for passive cooling in summer [58,
143], which can reduce or eliminate the need for mechanical cooling. Also, winter
heating loads can potentially be decreased [59].

The high thermal capacitance is especially desirable in buildings where a night
ventilation technique is used [148]. In hot climates such buildings are cooled during
the night. It gives few extra hours during the day when the cooling system can be
turned off. In some cases if the building thermal capacitance is high, the cooling
system may even not be required at all.

The positive effects of the thermal capacitance can be demonstrated using exam-
ples of a traditional architecture in different parts of the world. Massive buildings
with the high thermal capacitance are favorable in relatively dry climates, where
high diurnal temperature swings are present, e.g. in Southwest Asia or Central
Asia. On the other hand, light buildings with large openings are common in hot
and humid climates, where the average diurnal temperature is high, like in some
tropical climates of South America or Southeast Asia. These natural examples show
that the thermal capacitance may not be beneficial in some climates. But even if
the climate is suitable, the impact of the thermal capacitance on the indoor environ-
ment is complex and still not necessarily favorable [59]. The effect of the thermal
capacitance of building elements on the overall performance depends on the climatic
conditions (solar radiation, outdoor temperatures), building geometry, thermal en-
velope resistance (U-value / R-value), heat transfer coefficients, location and area
of glazed surfaces or the of a mechanical heating (and cooling) system. There is no
one optimum amount of the thermal capacitance applicable to all conditions and all
kind of buildings [143].

In addition, to answer the question to the optimum amount of the thermal ca-
pacitance in a given building, the building’s occupancy schedule must be also con-
sidered. The high thermal capacitance may not be desirable in buildings which are
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intermittently occupied, like e.g. office buildings. In such buildings it is economi-
cally justified to set the heating or cooling system to work also intermittently. If the
building is occupied, the system is turned on. If not, the system is turned off. In
such case the high thermal capacitance is not beneficial. Light and well insulated
buildings with the low thermal capacitance have the advantage that they can be
warmed up or cooled down quickly, without significant energy losses.

However, the low thermal inertia of light buildings can contribute to the over-
heating [18]. In well-insulated buildings with the low thermal capacitance even small
energy gains can result in a significant increase of the indoor temperature, because
most of the excessive energy cannot be stored in the building structure or transmit-
ted through walls to the outdoor. On the other hand, recent studies show that even
though peak loads in light buildings are higher, overheating can be prevented using
good ventilation, that is more effective in light buildings than in massive ones [83].

The efficiency of external thermal capacitance in the summer overheating preven-
tion was extensively studied by Rodrigues [112]. The author performed numerous
numerical simulations using a simple numerical model of a small one-room building
with one external window using different types of external walls. All of the analyzed
walls had the same U-value but different dynamic characteristics. The entire build-
ing was well insulated — the U-value of the walls was equal to 0.12 W/m2K (passive
building standard). The simulation results showed that using the thermal capac-
itance is beneficial to a limited extent. The performance difference between walls
with different thermal capacitances is noticeable — indoor air temperature peaks
can be decreased up to few degrees using massive external walls. However, it was
found that other design factors, like the size and position of glazing and openings,
and the control of internal heat gains are far more important in the overheating
prevention than the external thermal capacitance. It is because highly insulated
walls minimize heat gains through the transmission. In highly insulated buildings
the overheating is mainly due to the solar radiation entering through the glazing.

According to Yam et al. [142] there is an optimum amount of the thermal capac-
itance which should be used in buildings relying on a passive design. The authors
studied a nonlinear coupling between ventilation and internal thermal capacitance.
No heat transfer through the thermal envelope was assumed. The outdoor temper-
ature was assumed to be periodic, based on a sinus function with a 24 h frequency.
The study showed that the maximum indoor temperature phase shift induced by
the direct outdoor air supply without control is 6 h. It was concluded that if the
thermal capacitance is already high, its further increase brought a little effect.

To allow designers to make easier decisions concerning material selection for
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passive heated or cooled buildings, a number of dynamic thermal parameters were
developed, e.g. admittance, decrement factor, time lag or time constant. The pa-
rameters are intended to help to evaluate the thermal capacitance impact on indoor
thermal conditions. These factors are analyzed often by focusing on the charac-
teristics of a given wall [6, 7, 8, 9, 131, 129, 104], rather than on a performance
of the entire building. Although the thermal capacitance directly affects dynamic
parameters of building elements, some works showed that dynamic parameters did
not necessarily correspond with the performance of the entire whole building [112].
The factors influencing the building thermal behavior are strongly coupled making
it difficult to extrapolate conclusions from simple simulations to real buildings.

2.3.3 Summary

The influence analysis of the buildings structural components thermal capacitance
on the heat exchange between the building and outdoor environment requires to
consider a number of factors impacting the thermal behavior of a building. Since
each case study is different, it is difficult to give some fit-to-all guidelines. The
numerical model and solution method should be carefully chosen.

The studies mentioned in the section provide a great contribution in the field of
building thermal capacitance and indoor thermal comfort. However, none of these
studies analyzes building thermal capacitance as a factor simultaneously affecting
both the temperature and air velocity, while both these factors contribute to the
thermal sensation. According to the author’s knowledge such a study has not been
conducted yet.

In most of the studies, the thermal comfort is investigated based on the temper-
ature distribution results only. If influence of the air velocity is taken into account,
usually it is assumed to be constant and uniform. It is reasonable since investiga-
tions require long-term simulations, while indoor airflow solutions can be obtained
only using computationally intensive numerical methods, which make such long-term
simulations difficult to perform. The building thermal capacitance studies require
to consider long periods of time, because the effects of the thermal capacitance can
span over days, weeks or even months.

However, since the thermal capacitance contributes to the indoor temperature
stabilization, it also affects indoor airflow by limiting the impact of the natural
convection. The question is: how much the indoor thermal comfort can benefit
from the thermal capacitance when both factors are taken into account: indoor air
temperature and indoor airflow. It is also interesting to what extent the high thermal
capacitance of external walls make indoor environment more spatially uniform. The
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aim of the present work is to answer these questions. The analysis of both spatial and
time environment stabilization capabilities of the thermal capacitance are presented,
by taking not only the temperature into account but also the air velocity and airflow
pattern.



Chapter 3

Model formulation

3.1 Introduction

The numerical model developed in this work is capable to be used in transient
simulations. Both transient indoor airflow and transient heat conduction in the
building envelope are taken into account. This allows to analyze the effect of the
thermal capacitance of external walls on indoor conditions. The model consists of
two submodels: the external wall submodel and indoor air submodel. The term
“submodel” is used in both cases to underline that these models are independent
domains, but both are the parts of the numerical model. The external wall submodel
is based on the one-dimensional transient heat transfer equation. The indoor air
submodel is based on the conservation equations of momentum, mass and energy.
The both submodels run together in a co-simulation. The results obtained by a
single submodel are exchanged between each other in predefined time intervals. The
model is able to predict a number of parameters describing the thermal comfort:

• the distribution of the indoor air temperature,

• the indoor air velocity and airflow patterns,

• the turbulence intensity,

• the temperatures of wall surfaces.

3.1.1 Geometry

The building geometry has a significant influence on the thermal capacitance perfor-
mance. Therefore, to limit influencing variables, the geometry of the model is kept
rather simple. The model geometry is similar to the one used by Rodrigues [112],

74
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i.e. it consists of a one-room cuboidal space. However, to make the results interpre-
tation easier, only one external wall is defined while all other surfaces are adiabatic
(apart the inlet and outlet surfaces). The external wall has a single built-in window.
The wall is faced toward the south. Its width depends on wall structures analyzed
(see Section 5.1).

Figure 3.1: Model geometry

The space represents a room surrounded by similar rooms in all directions but
the south. The room internal dimensions are 5 x 5 x 2.6m3 (length xwidth x height),
as shown in Fig. 3.1. The room is not equipped with furniture. Also, no occupants
are modeled within the space.

The window dimensions are 1.5 x 1.5m2. The window is located in the center of
the south wall, 0.9 m above the floor. The window is equipped with a trickle vent
located at the top of the window. It would be infeasible to simulate the trickle vent
geometry realistically due to its complex shape and relatively small dimensions. To
make the geometry simpler, the vent is assumed to be a rectangular duct attached
to the window. The height of the duct is 0.02 m. The inlet surface is located at
the beginning of the duct. It is a good practice to place the inlet surface at some
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Figure 3.2: Geometry of outlet vent

distance to the indoor space to let the airflow stabilize and isolate the boundary
from any irregularities. After some preliminary tests the duct’s length was set to
be 0.5m long. The shorter ducts caused convergence problems, especially when a
constant pressure and zero-gradient velocity boundary conditions were prescribed
at the inlet. The inlet / outlet boundary conditions are discussed in Section 3.2.2.

The exhaust air duct is located on the opposite side of the room (Fig. 3.2). The
exhaust duct is vertical and rectangular in shape with the dimensions of 0.14 x 0.14m2.
Its length is equal to 3.2m. The exhaust duct is connected with the room by a short
horizontal duct connector. It is 0.14m wide, 0.2m high and 0.14m long. The hor-
izontal duct connector is located in the center of the north wall, 0.2m under the
ceiling.

3.1.2 Physical assumptions

In order to limit the computational demand and also to isolate the problem, i.e. to
capture the influence of the external thermal capacitance on indoor conditions, a
number of simplifying assumptions are prescribed. Some phenomena present in real
buildings are consciously excluded from the analysis.

The short-wave radiation (solar radiation) is taken into account by the so-called
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sol-air temperature. The sol-air temperature is based on the assumption that heat is
exchanged on the external surfaces by convection only and the equivalent convective
heat flux is equal to the radiative and convective heat flux. In consequence, the
solar radiation reflecting the transparent component does not directly reach internal
surfaces of the room, but rather is absorbed by the window material and then is
conducted towards the internal surface. This assumption is obviously not realistic.
If a window is modeled as a solid partition subjected to the sol-air temperature, non-
physical window surface temperatures are obtained. In reality, the part of the solar
radiation passes through the window and is mostly absorbed by the room internal
surfaces. The non-physical temperatures have no influence on results in lumped-
models which do not take into account nonuniformities of the indoor environment.
However, when the indoor environment is modeled as a nonuniform space, the non-
realistic window surface temperatures are a source of some errors, affecting indoor
airflow pattern to some extent.

A realistic model of the solar radiation distribution would greatly complicate the
model and increase the computing demand. Since the indoor environment has a
three-dimensional geometry there would be a need to calculate which parts of the
indoor surfaces are exposed to the sun radiation. Also, the procedure controlling
the reflected surfaces topology should be developed. Moreover, the adiabatic bound-
ary condition being assumed on the internal surfaces would be no longer valid. A
realistic approach would make present investigations impossible to accomplish due
to a rapid increase of the run-time demand. Thus, a simpler approach based on
the sol-air temperature is adopted. This approach is reasonable, because the indoor
environment parameters are mainly analyzed as spatially-averaged values and the
nonuniformity impact on results is discussed for each simulation. Hence, although
the “local” accuracy of the present numerical model may be questioned, it is still
able to provide realistic average results with some auxiliary “spatial” information.
Moreover, since the window is modeled identically in all cases, it does not contribute
much to differences between results. Therefore the presented results can be used to
evaluate the properties of various wall constructions.

The second major assumption is that the long-wave radiation inside the building
is not taken into account. The long-wave radiation occurs between surfaces located
in a building. It is assumed, that in well insulated buildings, the differences in
internal surface temperatures are not significant. In the presented model, the indoor
surfaces cannot also be heated up due to the solar radiation. Thus, the influence of
the long-wave radiation is negligible.

The building is assumed to be naturally ventilated, i.e. no fans or air diffusers are



78 CHAPTER 3. MODEL FORMULATION

present. However, the natural ventilation highly depends on outdoor climate con-
ditions [140] which are not precisely modeled in this work. The natural ventilation
is driven by pressure differences caused by wind and by buoyant forces due to tem-
perature differences. The factors influencing the efficiency of the natural ventilation
are: ambient temperature, solar radiation, wind, humidity, building shape, topology
of the surrounding terrain, location and types of openings in buildings. The model
considering all these factors would be too complex. Also, since the present work aims
to evaluate the impact of the thermal capacitance on indoor thermal conditions, re-
alistic variations of outdoor climate parameters would make the interpretation of the
results more difficult. Thus, a constant inlet air velocity is assumed. Two different
velocities are analyzed: the first providing the air exchange rate (ACH) equal to
0.01 h−1, the second reflecting the air exchange rate of 0.3 h−1(a minimum ACH for
residential buildings from the hygienic point of view according to ISO 13790 [73]).
It is obvious that the thermal capacitance contributes to the stabilization of the
indoor environment. However, the analysis of these two air supply levels enables to
evaluate the ventilation attenuation of the thermal capacitance impact. This impact
decreases with increasing ventilation rate.

It would be reasonable to analyze even more air supply levels, e.g. up to
ACH = 2 h−1. Unfortunately, the computational demand significantly increases
with an increase of the indoor air velocity. The simulation time of the case with
ACH = 0.01 h−1 is around 24–48h, while for the case with ACH = 0.3 h−1 it is
around 7–13 days using a modern desktop computer. All simulations performed
for the purpose of this work (including all preliminary simulations) took about 6
months using a quad-core processor. Therefore, only two ACH levels are analyzed.

The next important assumptions are that the heating and / or cooling system
is turned off during the analysis and there are no internal heat gains in the build-
ing. Hence, the indoor temperature is intentionally allowed to exceed the thermal
comfort range. This approach makes the assessment of the thermal capacitance
influence easier. In example, it is possible to measure the time after which the in-
door temperature drops below a comfortable level when a building is exposed to low
outdoor temperatures. These results give quantitative relations between the ther-
mal capacitance and some indoor environment parameters. Of course, the results
of such tests should be carefully justified before making a decision concerning the
economical amount of the thermal capacitance in a particular building. The final
decision should reflect also the building heating and cooling system, building type
and other factors which are discussed in Section 2.3.2.

Some assumptions concerning the factors affecting the thermal comfort are made.



3.2. INDOOR AIR SUBMODEL 79

As described in Section 2.1.2, the human thermal comfort depends on the envi-
ronmental factors like the air temperature, air movement, humidity, mean radiant
temperature and personal factors like metabolic rate or clothing level. The present
model can provide air temperature and airflow results, but other factors must be
assumed.

The mean radiant temperature (MRT) is assumed to be equal to the average
indoor air temperature. In many cases this assumption is close to the reality. If
building glazing is not exposed to the intensive solar radiation, indoor surface tem-
peratures are relatively close to indoor air temperatures [118], especially in well-
insulated buildings. The same assumption for the MRT was adopted in a number of
indoor thermal comfort studies [56, 118]. The other factors, i.e. the relative humidity
of the indoor air, metabolic rate and clothing level are assumed to be constant and
equal to 50%, 1.2 met and 1 clo, respectively. The 50% relative humidity is a typical
value for many indoor spaces in residential buildings. The assumed metabolic rate
is typical for a standing and relaxed person. The chosen clothing level corresponds
with a standard business suit.

The presented assumptions are aimed at shorten simulation times and to make
the easier understanding of results. The goal is not to simulate fully realistic con-
ditions, but rather to investigate the influence of the thermal capacitance on the
indoor thermal comfort. The model is simple enough to perform transient simula-
tions in a reasonable time, while on the other hand the model is complex enough to
provide realistic results from the thermal comfort point of view. Contrary to models
used in other studies [112], the model provides not only the indoor temperature, but
also the air velocity and airflow pattern.

3.2 Indoor air submodel

The airflow in the building is modeled using Computational Fluid Dynamics (CFD).
The air model takes into account turbulence and buoyancy effects. The air is treated
as a compressible, viscous and Newtonian fluid. The air state variables obey the
perfect gas law.

3.2.1 Mathematical formulation

The first part of the mathematical formulation (Section 3.2.1.1) consists of the
formulation of three basic principles governing the airflow: momentum conserva-
tion (Navier-Stokes equations), mass conservation and energy conservation. The
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description of basic airflow equations is followed with a list of assumed air ther-
mophysical properties needed to be defined to solve the governing equations (Sec-
tion 3.2.1.2). The last part (Section 3.2.1.3) describes the RANS decomposition
(Reynolds-Averaged Navier-Stokes) and the so-called turbulence model needed to
complete the RANS equations, implemented into the numerical model. The ap-
proach is adopted to allow the use of coarser computational grids and larger time
steps.

3.2.1.1 Momentum, mass and energy conservation equations

The airflow in the model is governed by the Navier-Stokes equations together with
the equations of mass and energy conservation.

The Navier-Stokes equations describe the fluid motion. They are derived from
the Newton’s second law of motion applied to a fluid particle. According to the
Newton’s second law, the rate of the change of momentum of a fluid particle equals
the sum of forces acting on a particle. Two types of forces acting on fluid particles
are considered: surface forces and body forces. The surface forces consist of pressure
forces and viscous forces. The body forces may exist e.g. due to the presence of
a force field (e.g. gravitational, electromagnetic). The momentum conservation
equation for a fluid particle is as follows [132]:

ρ
Du

Dt
= ∂(−p+ τxx)

∂x
+ ∂τyx

∂y
+ ∂τzx

∂z
+ SMx ,

ρ
Dv

Dt
= ∂τxy

∂x
+ ∂(−p+ τyy)

∂y
+ ∂τzy

∂z
+ SMy ,

ρ
Dw

Dt
= ∂τxz

∂x
+ ∂τyz

∂y
+ ∂(−p+ τzz)

∂z
+ SMz ,

where ρ is the density, p is the pressure, τxx, τyy, τzz, τxy, τyx, τxz, τzx, τyz, τzy are
the viscous stress components, SMx , SMy , SMz are the body forces, u, v and w are
the x, y and z components of the velocity vector u:

u =


u(x, y, z, t)
v(x, y, z, t)
w(x, y, z, t)

 .
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The viscous stress components form a viscous stress tensor τ V :

τ V =


τxx τxy τxz

τyx τyy τyz

τzx τzy τzz

 . (3.2.1)

All the variables are the functions of time and space. The substantive derivative Df
Dt

of a function f(x, y, z, t) is defined as:

Df

Dt
= ∂f

∂t
+ u · ∇f ,

where ∇ is the gradient operator:

∇ = ∂

∂x
i + ∂

∂y
j + ∂

∂z
k ,

where i, j, k denote the unit vectors in the the x, y, z directions, respectively.

In the present model the fluid obeys the Newton’s law of viscosity according to
which the viscous stresses are proportional to the rates of deformation [132]:

τxx = 2µ∂u
∂x

+ µ′∇ · u ,

τyy = 2µ∂v
∂y

+ µ′∇ · u ,

τzz = 2µ∂w
∂z

+ µ′∇ · u ,

τxy = τyx = µ

(
∂u

∂y
+ ∂v

∂x

)
,

τyz = τzy = µ

(
∂v

∂z
+ ∂w

∂y

)
,

τzx = τxz = µ

(
∂u

∂z
+ ∂w

∂x

)
,

where µ stands for the shear (dynamic) viscosity, µ′ is the second viscosity (also
called bulk viscosity or volumetric viscosity) and ∇· is the divergence operator:

∇· = ∂

∂x
+ ∂

∂y
+ ∂

∂z
.

The viscosity is a measure of the fluid resistance to flow. As shown, the shear
viscosity relates viscous stresses to linear deformations, while the bulk viscosity
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relates viscous stresses to volumetric deformations. The bulk viscosity for a perfect
gas is equal to [119]:

µ′ = −2
3µ .

It is a common practice to use this relationship also for real fluids [119]. This
approach is adopted also in the present model. The only body force in the model is
the gravitational force acting in the z-direction:

SMx = 0 ,
SMy = 0 ,
SMz = −ρg .

Taking all the above-mentioned assumptions, the momentum conservation equations
can be recast as follows:

ρ
Du

Dt
= −∂p

∂x
+ ∂

∂x

{
µ

[
2∂u
∂x
− 2

3∇ · u
]}

+ ∂

∂y

[
µ

(
∂v

∂x
+ ∂u

∂y

)]
+

+ ∂

∂z

[
µ

(
∂w

∂x
+ ∂u

∂z

)]
, (3.2.2)

ρ
Dv

Dt
= −∂p

∂y
+ ∂

∂x

[
µ

(
∂v

∂x
+ ∂u

∂y

)]
+ ∂

∂y

{
µ

[
2∂v
∂y
− 2

3∇ · u
]}

+

+ ∂

∂z

[
µ

(
∂w

∂y
+ ∂v

∂z

)]
, (3.2.3)

ρ
Dw

Dt
= −∂p

∂z
+ ∂

∂x

[
µ

(
∂w

∂x
+ ∂u

∂z

)]
+ ∂

∂y

[
µ

(
∂w

∂y
+ ∂v

∂z

)]
+

+ ∂

∂z

{
µ

[
2∂w
∂z
− 2

3∇ · u
]}
− ρg . (3.2.4)

The airflow obeys also the mass conservation [119]:

∂ρ

∂t
+∇ · (ρu) = 0 , (3.2.5)

and the energy conservation [132]:

∂(ρi)
∂t

+∇ · (ρiu) = −p∇ · u +∇ · (k∇T ) + φ , (3.2.6)

where i is the internal (thermal) energy, T denotes the temperature and φ is the
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viscous dissipation, i.e. the transformation of the kinetic energy to the internal
energy, which in general is given by:

φ = µ

2
(∂u

∂x

)2

+
(
∂v

∂y

)2

+
(
∂w

∂z

)2
+

(
∂u

∂y
+ ∂v

∂x

)2

+
(
∂u

∂z
+ ∂w

∂x

)2

+
(
∂v

∂z
+ ∂w

∂y

)2
− 2

3µ(∇ · u)2 .

The energy equation (Eq. 3.2.6) is derived from the first law of thermodynamics.
The left hand side term stands for the rate of an increase of the energy of fluid
particles. The right hand side term is the sum of the net rate of heat added to fluid
particles and net rate of work done on fluid particles. However, in the case of gases,
the viscous dissipation has an insignificant effect, so it is assumed that φ = 0.

In the present model, the energy conservation is ensured by the implementation
of the conservation of enthalpy (h) equation, which is equivalent to Eq. (3.2.6).
Based on the relation h = i − pρ−1 [132], which is valid for the ideal gas, the
enthalpy equation is formulated as follows:

∂(ρh)
∂t

+∇ · (φh)−∇ · α∇h = ∂p

∂t
− ∂ρK

∂t
−∇ · (φK) , (3.2.7)

where φ is the mass flux, α is the thermal diffusivity and K is the kinetic energy of
the fluid calculated as:

K = 1
2
(
u2 + w2 + v2

)
.

The air is assumed to behave like the ideal gas. Therefore, the following equations
of state are used [132]:

p = ρRT ,

i = cV T ,

where R denotes the ideal gas constant, T describes the temperature and cV is the
constant volume specific heat.

3.2.1.2 Air thermophysical properties

A constant specific heat of air (at constant pressure) cp = 1005 J/(kg K) is assumed.
The molecular weight of air is n = 29.97 g/mol. Since the ideal gas law is adopted,
the specific heat at constant volume cV is calculated as cV = cp − nR, where R is
the universal gas constant (R = 8.314462(75) J(mol K)−1).

The transport properties are also taken to be constant: the dynamic viscosity
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µ = 1.8208 · 10−5 kg/(m s) and the Prandtl number Pr = 0.7. The Prandtl number
Pr is a dimensionless number which gives the ratio of the momentum diffusivity
(kinematic viscosity) to the thermal diffusivity:

Pr = ν

α
= cpµ

λ
,

where ν is the kinematic viscosity given by:

ν = µ

ρ
.

Other thermophysical properties are derived from the specific heat cp, dynamic
viscosity µ, Prandtl number Pr and enthalpy h. The enthalpy is calculated at each
time step from the energy conservation equation, i.e. Eq. (3.2.7).

3.2.1.3 RANS equations and k − ε model

Indoor airflow is usually near a transitional range between the laminar and turbulent
flow.

Laminar flows are characterized by a steady fluid motion. Streamlines are nearly
parallel to each other and there are no mixing tendencies, eddies or swirls.

Turbulent flows characterize chaotic motions of molecules along complex irregular
paths [19], even if boundary conditions are constant (Fig. 3.3). Turbulence fluctu-
ations have always a three-dimensional character [132]. In turbulent flows there is
always a great amount of rotational flows, called eddies. The eddies’ dimensions are
highly diverse. In other words, a wide range of length scales can be observed. In
a typical engineering flow the smallest observed turbulence length scales can be as
small as hundredths of a millimeter. In the smallest length scales, viscous forces are
of the same order of magnitude as inertial forces (the Reynolds number equals 1).
In these scales the flow kinetic energy is dissipated into the internal energy.

In addition to the wide length scale range, turbulent fluctuations appear also in
a very wide range of frequencies, up to several kHz and higher (in high Reynolds
numbers flow). In general, length scales and frequencies depend on the flow type
and problem dimensions.

The Navier-Stokes equations model both laminar and turbulent flow properly
[128]. However, modeling turbulence using the complete time-dependent Navier-
Stokes equations requires a huge computational power. Both space and time dis-
cretizations are to be fine enough to resolve all rapid oscillations and chaotic motions
at all scales. This approach to solve the Navier-Stokes equations is called Direct
Numerical Simulation (DNS). DNS is at the present time too computationally de-
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manding for routine engineering applications, although there are first attempts to
use it in some real applications [111]. DNS is however an important tool helping to
understand turbulent structures and the transition between turbulent and laminar
flows [19].

velocity u(t)

u

t

mean velocity u

Figure 3.3: Typical velocity fluctuations in steady turbulent flow (based on Versteeg
and Malalasekera [132])

To enable analyses of engineering flows, some less demanding calculation pro-
cedures are needed. Usually, an averaged solution of a flow is satisfactory. The
two major modeling frameworks aimed at different levels of approximation are the
LES approach (Large Eddy Simulation) and RANS approach (Reynolds-averaged
Navier-Stokes).

The LES approach is the first level of approximation, where the turbulent large
eddies are resolved accurately, but the small-scale eddies are modeled [19] (by a
turbulence model). Thanks to the subgrid-scale turbulence modeling, LES requires
significantly less mesh points than in the case of DNS. The computational power
requirements of LES are somewhere between DNS and RANS. LES is usually applied
when a detailed solution of an engineering flow is needed, i.e. when the solution
provided by the RANS modeling is too general. In recent years, LES has been
successfully used in some building airflow simulations [79].

The RANS approach, which introduces the next level of approximation, is prob-
ably the most widely used CFD modeling approach. This approach is adopted in
the present work. It is based on the concept of a flow variables decomposition.
The velocity u(x, y, z, t) and pressure p(x, y, z, t) are decomposed into the mean and
fluctuating parts:

u(x, y, z, t) = u(x, y, z, t) + u′(x, y, z, t) ,
p(x, y, z, t) = p(x, y, z, t) + p′(x, y, z, t) ,
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where u, p are the mean velocity and pressure, and u′, p′ are the fluctuating velocity
and pressure, respectively. Both the mean and fluctuating components are functions
of time and space. Since the problem is time-dependent, the mean values are defined
using the so-called ensemble averages [132, 19], i.e.:

u(x, y, z, t) = lim
N→∞

1
N

N∑
m=1

u(x, y, z, t) ,

p(x, y, z, t) = lim
N→∞

1
N

N∑
m=1

p(x, y, z, t) ,

where N is the number of identical experiments with the same initial and boundary
conditions [30]. Due to the ensemble averaging, the average properties are still
functions of time. They can be regarded as mean functions obtained from a large
number (N) of identical experiments. It is assumed that at each point in space
the time average of each fluctuation remains zero for an arbitrary time period large
enough comparing to the time-scale of the turbulent fluctuations [132]:

u′(x, y, z, t) = 1
∆t

� ∆t

0
u′(x, y, z, t)dt ≡ 0 ,

p′(x, y, z, t) = 1
∆t

� ∆t

0
p′(x, y, z, t)dt ≡ 0 .

By expressing the variables into the sum of the mean and fluctuating parts,
the standard Navier-Stokes equations are transformed into the so-called Reynolds-
averaged Navier-Stokes (RANS) equations. These equations have the same form as
the standard time-dependent Navier-Stokes equations (Eqs. (3.2.2-4)) with the only
difference of the existence of new additional stresses, called Reynolds stresses. The
Reynolds stress tensor τR for a three-dimensional flow is as follows [19]:

τR =


ρ(u′)2 ρu′v′ ρu′w′

ρv′u′ ρ(v′)2 ρv′w′

ρw′u′ ρw′v′ ρ(w′)2

 .

The Reynolds stress tensor contains six independent unknown variables: (u′)2, (v′)2,
(w′)2, u′v′, u′w′, v′w′. In the RANS equations, the Reynolds stress components are
subtracted from their counterparts from the viscous stress tensor τ V (Eq. 3.2.1).
The resulting complete stress tensor τ = τ V − τR is not resolved directly [89].
Instead, this is the aim of a turbulence model to close the RANS equations by intro-
ducing the influence of these unknowns on the flow. Thus, in the RANS modeling,
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the detailed information on turbulent structures is not available. The resulting flow
is the mean flow and only the effect of the turbulence on the mean flow is known,
but not the turbulence itself.

The turbulence influence on a flow can be evaluated using the Boussinesq hy-
pothesis (from 1877) [20, 115] according to which the turbulent shear stress is related
linearly to the mean rate of strain. The proportionality factor is the so-called the
turbulent viscosity µT (or eddy viscosity). Using a suffix notation, the extended
Boussinesq’s relationship for the Reynolds-stress components τRij can be written as:

τRij = 2µTSij −
2
3ρkδij , (3.2.8)

where k is the turbulent kinetic energy per unit mass, δij is the Kronecker symbol
and Sij are the components of the Reynolds-averaged strain rate tensor S:

S =


∂u
∂x

1
2

(
∂v
∂x

+ ∂u
∂y

)
1
2

(
∂w
∂x

+ ∂u
∂z

)
1
2

(
∂u
∂y

+ ∂v
∂x

)
∂v
∂y

1
2

(
∂w
∂y

+ ∂v
∂z

)
1
2

(
∂u
∂z

+ ∂w
∂x

)
1
2

(
∂v
∂z

+ ∂w
∂y

)
∂w
∂z

 .

The turbulent kinetic energy per unit mass is represented by:

k = 1
2(u′2 + v′2 + w′2) .

The relationship given in Eq. (3.2.8) is written for incompressible flows, i.e. flows
with a constant density of a fluid. However, according to the Morkovin’s hypothesis
[95, 19], if density fluctuations in turbulent flow are not significant, their influence
on turbulent structures is negligible. This is usually true for flows characterized
by Mach numbers below 5. Similarly, Bradshaw et al. [21] state that density fluc-
tuations are insignificant to Mach numbers up to 3–5 if root mean square velocity
fluctuations are not higher than about 5% of the mean velocity. If velocity fluctua-
tions will reach about 20% of the mean value, density fluctuations are unimportant
up to Mach numbers around 1 [132]. Hence, Eq. (3.2.8) is certainly valid within the
range of conditions expected in the simulations to be performed (maximum expected
air velocity is about 1–2 m/s only). The discussion concerning the validity of the
Boussinesq hypothesis is presented by Schmitt [115]. Although the hypothesis is not
valid in most of the complex flows, it is still widely used. The hypothesis is the core
of many turbulent viscosity models.

The eddy-viscosity turbulence models intend to calculate µT . In the present
work the well-known k − ε model is applied. The chosen model is based on the
standard k− ε model [85], which is one of the most widely used turbulence models.
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It is accurate in a relatively broad range of conditions. The model is used by many
researchers studying indoor airflow [136, 110]. The k − ε model takes advantage of
two equations for the turbulent kinetic energy k and its dissipation rate ε [89]:

∂(ρk)
∂t

+ ∂(ρujk)
∂xj

= ∂

∂xj

[(
µ+ µT

σk

)
∂k

∂xj

]
+ P − ρε , (3.2.9)

∂(ρε)
∂t

+ ∂(ρujε)
∂xj

= ∂

∂xj

[(
µ+ µT

σε

)
∂ε

∂xj

]
+ ε

k
(Cε1G− Cε2ρε)−

−
(2

3Cε1 + Cε3

)
ρε
∂uj
∂xj

, (3.2.10)

where P is the production rate of the kinetic energy per unit volume due to velocity
field gradients:

P = τij
∂ui
∂xj

.

Since the components τij of the stress tensor τ are not known, P is evaluated using
the following formula:

P = G− 2
3ρk

∂uk
∂xk

, (3.2.11)

where G is

G = 2µT

SijSij − 1
3

(
∂uk
∂xk

)2
 , (3.2.12)

The model constants are tuned using experimental data concerning free turbulent
flows [85]. The constants are:

Cµ = 0.09, Cε1 = 1.44, Cε2 = 1.92, Cε3 = −0.33,
σk = 1.00, σε = 1.30.

The constant Cε3 is not present in the standard model. It is used to make the
prediction more accurate for compressible turbulent flows [89]. Despite this minor
addition to the model, it will be still referred in the text as the “standard” k−εmodel.
Using the solution of k and ε equations the turbulence viscosity µT is calculated by
means of:

µT = Cµρ
k2

ε
.

Finally, to take turbulent effects into account in the momentum transport, the dy-
namic viscosity µ in Eq. (3.2.2-4) is substituted with the so-called effective viscosity
µeff :

µeff = µ+ µT .

In the present model the turbulent heat transport is modeled analogically to the
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turbulent momentum transport, since it is affected by the same mechanism of eddy
mixing. In order to account to the turbulent effect in heat transport a turbulent
diffusivity αT is added to the molecular (laminar) thermal diffusivity α giving the
so-called effective thermal diffusivity:

αeff = α + αT . (3.2.13)

The turbulent diffusivity is calculated from the turbulent Prandtl number PrT and
turbulent viscosity µT :

αT = µT
PrT

.

The turbulent Prandtl number PrT for air is 0.9 [19]. It is assumed that PrT is
constant in the entire flow field. Similarly, the fluid effective thermal conductivity
is denoted as λeff :

λeff = cp

(
µ

Pr
+ µT
PrT

)
,

where Pr is the Prandtl number. The k − ε model, as most of turbulent viscosity
models, enables to use relatively coarse grids and large time steps in numerical
simulations (compared to LES and DNS).

3.2.2 Initial and boundary conditions

The boundary and initial conditions are prescribed for the following variables: tem-
perature T (x, t), pressure p(x, t), velocity u(x, t), turbulent viscosity µT (x, t), tur-
bulent diffusivity αT (x, t), turbulent kinetic energy k(x, t), dissipation rate ε(x, t).
Each variable is a function of the position x = [x, y, z]T and time t.

The initial conditions (t = 0) are identical in all simulations:

• T (x, 0) = 293.15 [K],

• p(x, 0) = 105 [Pa],

• u(x, 0) = 0 [m/s],

• µT (x, 0) = 0 [Pa·s],

• αT (x, 0) = 0 [m2/s],

• k(x, 0) = 0.1 [m2/s2],

• ε(x, 0) = 0.1 [m2/s3].
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Figure 3.4: Air model boundary surfaces

It is assumed, that at the beginning of each simulation the air temperature is uniform
and equal to 20 ◦C, the air is stagnant and the pressure is of the order of the
atmospheric pressure. Since at the beginning nothing is known about the turbulence,
the initial values of µT , αT , k and ε are chosen arbitrary, based on the values used in
the OpenFOAM’s standard tutorial cases [102]. It was checked however, that these
values have no visible influence on the later results under the given conditions.

During simulations, the solution at each time step is calculated using the results
from the previous step and boundary conditions. The boundary values for the
temperature T (x, t), pressure p(x, t) and velocity u(x, t) are given in Table 3.1.
The boundary conditions are prescribed for all boundary surfaces. The boundary
surfaces are grouped into 10 categories: INLET, OUTLET, IN_DUCT, WALL_S,
WINDOW, WALL_N, WALL_E, WALL_W, TOP, BOTTOM. The surfaces are
shown in Fig. 3.4.

The air flows in to the room across the INLET surface and flows out at the
OUTLET surface. At the inlet the velocity is constant and the pressure gradient
is zero (the derivative along the vector normal to the surface equals zero). At the
outlet the pressure is constant and the velocity gradient is zero. At the remaining
surfaces, a “no-slip impermeable wall” condition [100] is assumed: the velocity and
the pressure gradient along normal to the surface are zero.
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Table 3.1: Boundary conditions

3.1-1 Boundary surface S
Variable INLET OUTLET IN_DUCT
T (x, t) ∂T (x,t)

∂n

∣∣∣
S

= 0 ∂T (x,t)
∂n

∣∣∣
S

= 0 T (x, t)|S = Tinlet(t)
p(x, t) ∂p(x,t)

∂n

∣∣∣
S

= 0 p(x, t)|S = poutlet
∂p(x,t)
∂n

∣∣∣
S

= 0
u(x, t) n · u(x, t)|S =

uinlet

∂u(x,t)
∂n

∣∣∣
S

= 0 u(x, t) = 0

3.1-2 Boundary surface S
Variable WALL_S WINDOW other
T (x, t) T (x, t)|S = Tw1(t) T (x, t)|S = Tw2(t) ∂T (x,t)

∂n

∣∣∣
S

= 0
p(x, t) ∂p(x,t)

∂n

∣∣∣
S

= 0 ∂p(x,t)
∂n

∣∣∣
S

= 0 ∂p(x,t)
∂n

∣∣∣
S

= 0
u(x, t) u(x, t) = 0 u(x, t) = 0 u(x, t) = 0

n – vector normal to surface S
Tsol(t) – sol-air temperature
Tw1(t) – temperature of wall’s internal surface (from the wall model)
Tw2(t) – temperature of window’s internal surface (from the wall model)

It is assumed that the room has only one external wall — the south wall. Hence,
WALL_S and WINDOW are the only external partitions in the model, i.e. they
separate the indoor environment from the outdoor environment. These partitions
are modeled using the external wall submodel, described in Section 3.3. The tem-
peratures Tw1(t) and Tw2(t) of the internal surfaces of the partitions (WALL_S and
WINDOW), obtained from the heat transfer simulation at the external wall, are
the boundary conditions to the indoor air submodel (Dirichlet boundary condition).
The temperatures Tw1(t) and Tw2(t) are uniform over the related surface. The uni-
form surface temperatures is an approximation which significantly simplifies and
speeds up the air-wall co-simulation, as discussed in Section 3.4. The co-simulation
procedure (data exchange) is also discussed in Section 3.4.

At the INLET and OUTLET surfaces, the temperature gradients are set to zero.
The INLET’s temperature is not explicitly assigned due to convergence problems
encountered in the preliminary tests. However, the inlet air temperature is still kept
at a desired level thanks to the controlled temperature of the IN_DUCT surface
(Dirichlet boundary condition). The outdoor air flowing through the duct above
the window quickly heats up or cools down according to the temperature of the
IN_DUCT surface, denoted as Tinlet(t). The temperature Tinlet(t) of the surface
depends on the simulation type. In some simulations it is equal to the ambient dry
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bulb temperature obtained from the climatic database for the city of Elbląg [29].
On the other hand, in some tests Tinlet(t) is kept constant. The all considered cases
are presented in Section 5.2.

The adiabatic conditions are prescribed on other boundary surfaces. In other
words, no heat transfer across these surfaces is allowed. These surfaces represent
internal partitions (walls and floors). The flow and turbulence-related variables (µT ,
αT , k and ε) in the near-wall regions are resolved using the wall function approach.
The adopted approach is discussed separately in the next section (Section 3.2.2.1).

At the inlet boundaries, the turbulent kinetic energy k and the dissipation rate
ε should be provided. However, such data are not available. One of the approaches
is to estimate these values based on the expected turbulence intensity [132]. In the
present model, however, a zero-gradient condition is applied for both k and ε:

∂k

∂n

∣∣∣∣∣
SINLET

= 0 ,

∂ε

∂n

∣∣∣∣∣
SINLET

= 0 .

In addition, test simulations were conducted in which some exemplary magnitudes of
k and ε were set. The simulations showed no significant influence of these boundary
conditions on the airflow pattern. On the one hand it is due to the presence of the
0.5m long inlet duct which stabilizes the flow, and on the other hand due to the
calm flow conditions (low velocities), in which turbulence does not play a major role.

3.2.2.1 Near-wall treatment: wall function

Turbulent flows are significantly influenced by the presence of walls [2]. The wall
presence enforces the vortices to roll in a certain direction. Additionally, in the
closest vicinity of the wall, large pressure and velocity gradients occur. Experimental
data show that the near-wall flow region consists of three layers: viscous sublayer,
buffer layer and fully-turbulent layer.

The first layer to the wall is the viscous sublayer. In this layer, flow is dominated
by viscous forces and the mean velocity depends linearly on a distance from the
wall. The viscous sublayer ends at the distance of about y+ ≈ 5, where y+ is a
non-dimensional distance from the wall given by:

y+ = yuτ
ν

,

where uτ is the shear (or friction) velocity [m/s] and ν is the kinematic viscosity
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[m2/s]. At y+ ≈ 30 the fully-turbulent layer begins. The layer is often called as the
log-law layer, because the mean velocity within the layer can be well approximated
by a logarithmic profile [2]. This is called the log law of the wall. The viscous
sublayer and the log-law layer are separated by the buffer layer (5 < y+ < 30). In
the buffer layer the velocity can be approximated neither by a linear relation nor a
logarithmic profile.

The phenomena in the near-wall region are not well modeled by the approach
used to model bulk flow, i.e. flow “far” from a wall. There are two main approaches
to simulate near-wall flow: the integration approach and the wall functions.

In the integration method, a large number of computational cells are used to
resolve boundary layers. The method requires the grid cell nearest to the wall to
to be located within the viscous sublayer, at about y+ = 1 [82]. A fine grid is
needed because strong gradients of flow and turbulence variables are present in the
near-wall region, especially in the viscous layer.

On the other hand, the wall functions remove from the computational domain
the regions where the sharpest gradients are present. Instead, empirical formulae
are used to model the flow in the vicinity of the wall. The formula is based on the
log law of the wall. The method enables to use relatively coarse meshes and large
time steps [93]. The wall function approach is adopted in the present model.

Due to the presence of the wall function the turbulent variables k, ε and µT are
calculated differently in cells adjacent to the walls. To distinguish the calculation
procedure for cells adjacent to the wall, all values calculated for those cells are
denoted in the following with a subscript C.

The turbulent viscosity at the cell centroid C is calculated as follows [89]:

(µT )C = µC


0 , y+

C ≤ y+
lam

y+
Cκ

ln(Ey+
C ) − 1 , y+

C > y+
lam

,

where κ is the Von Kármán constant (κ = 0.41), E is a non-dimensional constant
(E = 9.8) and y+

lam is the non-dimensional thickness of the viscous sublayer, calcu-
lated using an iterative formula:

y+
lam = ln(Ey+

lam)
κ

,

resulting approximately in y+
lam ≈ 11.53. The non-dimensional wall distance y+

C for
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the cell centroid C is calculated as follows:

y+
C =

C1/4
µ ρCyC

√
kC

µC
, (3.2.14)

where Cµ is the empirical constant in k − ε model (Cµ = 0.09).

As shown, the buffer layer is not modeled. The viscous sublayer is assumed up
to y+ = 11.53. From this point, the turbulent layer is assumed. It is due to the fact,
that neither law holds in the buffer layer (neither linear nor logarithmic).

The turbulent energy dissipation rate εC in the wall-adjacent cells is solved from
the following algebraic expression:

εC = u3
τ

κyC
.

The shear velocity uτwhich is defined as a square root of the wall shear stress τw
divided by the fluid density ρ:

uτ =
√
τw
ρ
,

but due to the assumption of a local turbulence equilibrium (which is a main as-
sumption of the k − ε model) can be calculated as [89]:

uτ = C1/4
µ

√
kC .

Hence, the dissipation rate is finally calculated from:

εP =
C3/4
µ k

3/2
C

κyC
.

The turbulent kinetic energy kC in the wall-adjacent cells is calculated using the
standard equation (Eq. (3.2.9)), but using different G and P components. The new
G component is:

G = GC =

0 , y+
C ≤ y+

lam

C
1/4
µ

√
kC

κyC
[(µT )C + µC ] |UC |

yC
, y+

C > y+
lam

,

where UC is the velocity component tangent to the wall surface. Bearing in mind
that the P component is the production rate of kinetic energy, and there is an
assumption of a local turbulence equilibrium in the k− ε model, the production rate
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of kinetic energy must equal to its dissipation rate:

P = PC = ε .

Since the k-equation is solved, an appropriate boundary condition must be pre-
scribed. A typical boundary condition for k is assumed [46], i.e. a zero-gradient
condition:

∂k

∂n
= 0 ,

where n is the vector normal to the wall surface.

The interesting characteristics of models which use wall functions is that near-
wall grids have to be coarse enough to give accurate results. Fine grids are usually
not suitable. Typically, a desired grid resolution when the wall function is applied is
y+ ≈ 30 [114]. The grid cannot be also too coarse. Improper near-wall grid results
in an inaccurate estimation of near-wall effects, such as convective heat transfer
coefficients [12].

The wall functions are especially accurate in the case of high Reynolds (high-Re)
numbers flows. The function adopted in the present model was validated against
some range of “classic” high-Re flows [85]. In the present work both the model
geometry and air velocities are non-standard for the k − ε model. Hence, a special
care was taken to make sure, that the function provides reasonable results.

The convective heat transfer coefficient is the only near-wall effect important
from the point of view of the present work. In CFD the convective heat transfer
coefficient hc is calculated using the formula [145]:

hc = cp
D

(
µ

Pr
+ µT
PrT

)
, (3.2.15)

where cp is the specific heat of air, D is the distance of the cell centroid to the wall,
µ and µT are the dynamic and turbulent viscosities, Pr and PrT are the Prandtl
number and turbulent Prandtl number, respectively. In CFD, the convective heat
transfer coefficient calculated using Eq. (3.2.15) varies both in time and space. The
variations are due to oscillations in the turbulent viscosity.

However, in the developed model, the one-dimensional heat transfer between
the air and south wall (and window) is assumed. Thus, the convective heat transfer
coefficient values provided by the CFD calculations are averaged over the considered
surface. The averaging is performed separately for the wall and window surfaces.

The preliminary tests carried out by the author confirmed that the near-wall
mesh resolution has a strong influence on the convective heat transfer coefficient.
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Thus a near-wall mesh validation was performed. The validation was conducted
from natural and forced convection points of view. A mesh resolution guaranteeing
the convective heat transfer coefficient close to experimental data in both convective
heat transfer regimes (natural and forced) was adopted. The experimental data were
provided by Fohanno and Polidori [48] and Jayamaha et al. [78]. The near-wall mesh
validation procedure is presented in Section 4.2.

3.2.3 Numerical approach

The governing equations (Eqs. (3.2.2-4), (3.2.5), (3.2.7), (3.2.9), (3.2.10)) are solved
using the Finite Volume Method (FVM). The method is thoroughly explained in
Patankar [106], Versteeg and Malalasekera [132] and Blazek [19].

In FVM, the continuous computational space is discretized into a set of finite
(or control) volumes. Arbitrary polyhedral shapes of finite volumes are allowed.

The method directly uses the conservation laws. All equations are integrated over
all finite volumes. The volume integrals containing a divergence term are converted
to surface integrals, based on the divergence theorem (Gauss–Ostrogradsky theorem)
according to which: �

V

(∇ · F)dV =
�
S

(F · n)dS ,

where F is the continuously differentiable vector field, V is the considered volume,
S is the volume boundary surface and n is the unit vector field pointing outward
the surface S.

Subsequently, the integrated equations are substituted with finite difference ap-
proximations representing changes of properties due to diffusion, convection and
internal sources. The convection terms are linearized. Each surface integral is
approximated by summing the fluxes crossing boundary surfaces (faces) of each vol-
ume. All the discretized equations together create a system of algebraic equations.
A detailed discussion about the discretization of equations is presented by Jasak
[77].

The main issue in the the obtained system of equations is a linear dependence
of the velocity on pressure and vice-versa [77]. Although there exist algorithms for
solving the fully-coupled set of equations, their computational demand is high. The
alternative approach is to use a less computationally expensive segregated algorithm
to deal with the inter-equation coupling, as it is done in this work.

The airflow model is based on the buoyantPimpleFoam solver from the Open-
FOAM toolkit [116], which is discussed in Section 3.6. The solver uses the PIMPLE
algorithm for the pressure-velocity coupling [102], which is a mix of the SIMPLE al-



3.2. INDOOR AIR SUBMODEL 97

gorithm (Semi-Implicit Method for Pressure-Linked Equations [106]) and the PISO
algorithm (Pressure-Implicit Split-Operator [76]).

The PIMPLE algorithm is aimed at solving the transient Navier-Stokes equa-
tions. The algorithm implementation in the current model consists of the following
steps [77, 101, 102]:

1. Prescribe the boundary conditions.

2. Solve the continuity equation using mass fluxes from the last time step (density
predictor).

3. Solve the momentum equation to estimate the velocity field (momentum pre-
dictor).

4. Solve the enthalpy equation and update the thermophysical properties.

5. Compute the mass fluxes at the cell faces.

6. Solve the pressure equation.

7. Correct the mass fluxes at the cell faces.

8. Correct the velocity field based on the new pressure field.

9. Update the boundary conditions.

10. Solve the continuity equation again using the new mass fluxes.

11. Repeat steps 5–10 for a prescribed number of times (PISO corrector loop).

12. Repeat from step 3 for a prescribed number of times and apply the under-
relaxation (pressure–velocity PIMPLE corrector loop).

13. Solve the transport equations for k and ε.

14. If the end time is not reached, go to the next time step. Repeat the steps from
the step 1.

In this work, all calculations are conducted using 2 PISO corrector loops (inner
loops) and 1 PIMPLE corrector loop (outer loop). Since no additional PIMPLE
loops are used, the implemented procedure is actually identical with the PISO al-
gorithm. The potential additional PIMPLE loops allow for larger time steps and
improving the solution stability. The under-relaxation is applied between the sub-
sequent PIMPLE corrector loops. Due to the fact that only one PIMPLE corrector
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loop is used, the under-relaxation is not applied. In the present work, the solution
stability is ensured by using sufficiently small time steps. A limit for the maximum
Courant number is applied. The Courant number cannot exceed the value of 1 in
any of cells:

Co = u∆t
∆x < 1 , (3.2.16)

where u is the fluid velocity [m/s] at the given cell, ∆t is the time step [s] and ∆x
is the cell dimension [m].

Due to the non-orthogonality, the algorithm allows a correction by repeating the
steps 6 and 7. However, the developed mesh is close-to-orthogonal, so the correction
is not needed in this case.

3.3 External wall submodel

The external wall model is responsible for the simulation of the heat transfer through
the building envelope. The entire wall model was developed and implemented by the
author. The term “wall” is used here, although any kind of solid partitions can be
modeled, not only wall partitions. Moreover, an arbitrary number of the independent
solid partitions can be modeled, as well. The partitions are independent from each
other, because the one-dimensional heat transfer (in the indoor–outdoor direction)
is assumed. The partition can have a multilayer structure.

Technically, each solid partition in the model is implemented as a new instance
of the wall model C++ class. Thus, by the analogy with the C++ nomenclature,
each solid partition will be here termed as an instance of the wall model.

In the present study, the heat transfer across the south elevation is solely con-
sidered, i.e. only two wall model instances are present: the south external wall
and south window. The window is treated as a solid single-layer partition of which
thermal properties are approximated based on the real properties of an exemplary
double-glazed window.

The heat transfer across all the other partitions is not considered. Instead, the
respective internal surfaces of these partitions are assumed to be adiabatic, i.e. zero
heat flux across those surface is assumed. This adiabatic condition is prescribed
within the indoor air model, as described in Section 3.2.2.

The wall model runs in a co-simulation with the indoor air model. The results
from internal surfaces of modeled solid partitions are treated as boundary condi-
tions in the indoor air model. Analogically, appropriate results from the indoor air
model define boundary conditions in models of solid partitions. The co-simulation
procedure is explained in Section 3.4.
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3.3.1 Mathematical formulation

The external wall model is based on a one-dimensional heat conduction equation
[124]:

∂T (x, t)
∂t

= α
∂2T (x, t)
∂x2 , (3.3.1)

where T (x, t) is the temperature [◦C], t is time [s], x is the linear dimension [m] and
α is thermal diffusivity [m2/s] given by:

α = λ

ρcp
,

where λ is the material thermal conductivity [W/(mK)], ρ is the density [kg/m3]
and cp is the specific heat [J/(kgK)].

The materials parameters are constant and prescribed by the user. The full list
of parameters for all investigated cases is presented in Section 5.1.

3.3.2 Initial and boundary conditions

The initial condition is the steady state temperature profile obtained by solving the
one-dimensional steady state heat equation:

d2T

dx2 = 0 .

At the internal surface Sint (indoor-side), the Neumann boundary condition (BC
type II ) is applied:

λ
dT

dx

∣∣∣∣∣
Sint

= qint(t) ,

where qint(t) is the known heat flux function. The subsequent values of qint are sup-
plied by the air model. At the external surface Sext, the Robin boundary condition
(BC type III ) is applied:

λ
dT

dx

∣∣∣∣∣
Sext

= hse(Tamb − Tse) ,

where hse is the convective heat transfer coefficient at the external wall surface
[W/(m2K)], Tse is the temperature of the external surface [◦C] and Tamb is the
ambient temperature [◦C].

The convective heat transfer coefficient hse at the external surface is not constant,
but calculated using the empirical formula provided by Jayamaha [78]. The formula
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is valid for the heat transfer due to the forced convection. Jayamaha [78] found that
the convective heat transfer coefficient is linearly dependent on the wind speed vwind
[m/s]:

hse(t) = hJayamaha = 4.955 + 1.444 · vwind(t) .

Jayamaha states that the wind direction is not relevant in the case of large walls.
In some simulation cases, the ambient temperature Tamb is kept constant at a

desired level, while in other it is equal to the sol-air temperature Tsol. The sol-air
temperature is a fictitious outdoor temperature which is often used to include the
effects of the solar radiation. The calculated temperature gives the same heat flux
at the external wall surface as the heat flux caused by both the outdoor temperature
and solar heat gains. The sol-air temperature is calculated as follows [133, 54]:

Tsol(t) = TDB(t) + Isol(t)ε
hse(t)

, (3.3.2)

where TDB(t) is the ambient dry-bulb temperature [◦C], Isol(t) is the incident total
solar radiation [W/m2] and ε is the external surface solar absorptivity [–]. The
radiative heat losses due to the difference between the ambient air temperature and
sky temperature are not taken into account.

3.3.3 Numerical approach

The governing heat equation is solved using the Finite Difference Method. The
well-known Crank-Nicolson scheme [106] is used. The Crank-Nicolson scheme is a
combination of fully-explicit and fully-implicit schemes. The time derivative is ap-
proximated with the backward difference, while the space derivative is approximated
with the average of the central differences from the previous and current time step.
In the case of the diffusion problem the scheme is unconditionally stable. It is also
more accurate than fully-explicit and fully-implicit schemes when small time steps
are applied.

i-1, m i, m i+1, m

i-1, m-1 i, m-1 i+1, m-1

time step m-1:

time step m:

Figure 3.5: Crank-Nicolson computational stencil for one-dimensional problem
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The discretized form of the heat equation (Eq. (3.3.1)) using the Crank-Nicolson
scheme has the following form:

Tmi − Tm−1
i

∆t = α

2

(
Tmi−1 − 2Tmi + Tmi+1

∆x2 + Tm−1
i−1 − 2Tm−1

i + Tm−1
i+1

∆x2

)
, (3.3.3)

where Tmi is the temperature [◦C] at node i and time step m, ∆t is the time step
[s], ∆x is the distance between the computational nodes [m] and α is the thermal
diffusivity [m2/s].

In order to obtain a solution for the entire computational domain, a continuous
space is discretized into a set of computational nodes. Subsequently, Eq. (3.3.3) is
applied to each node, resulting in a system of linear equations:

b1 c1

a2 b2 c2

. . . . . . . . .

ai bi ci

. . . . . . . . .

aN bN


�



Tm1

Tm2

. . .

Tmi

. . .

TmN


=



dm1

dm2

. . .

dmi

. . .

dmN


, (3.3.4)

where subscripts denote the node numbers, while superscripts denote the time steps.
The coefficients an, bn, cn, dmn for any internal node n are derived from Eq. (3.3.3)
and are:

an = − α

2∆x2 ,

bn = 1
∆t + α

∆x2 ,

cn = − α

2∆x2 ,

dmn = 1
∆tT

m−1
n + anT

m−1
n−1 + (an + cn)Tm−1

n + cnT
m−1
n+1 .

The given coefficients are valid for internal nodes, i.e. for any node not being a
boundary node (n = 1 and n = N) or an interface node (n = i). The interface node
i is the node placed at the boundary of two adjacent layers having different thermal
properties. The implemented mesh generation procedure always generates interface
nodes at all layer interfaces. The number of nodes in each layer is arbitrary, but the
same or similar distances between nodes are desired.

The coefficients a, b, c and d at boundaries and interfaces are derived from
the mathematical formulation of appropriate boundary conditions. All relevant
boundary condition types (from the building energy point of view) are implemented
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in the model:

• BC type I — Dirichlet boundary condition,

• BC type II — Neumann boundary condition,

• BC type III — Robin boundary condition,

• BC type IV — continuity boundary condition for interface layers.

The derivation of the BC type I and IV is straightforward. However the deriva-
tion of the coefficients for the Neumann and Robin boundary conditions is more
complex and not easily available in the literature. In this work, the coefficients
representing the Neumann and Robin boundary conditions are derived from the
fully-implicit Backward-Time Centered-Space (BTCS) scheme instead of the Crank-
Nicolson scheme. The BTCS scheme is as follows:

Tmn − Tm−1
n

∆t = α
Tmn−1 − 2Tmn + Tmn+1

∆x2 . (3.3.5)

where subscripts stand for the node number and superscript stand for the time step.
The resulting system of equations (Eq. (3.3.4)) is solved using the standard Gauss-
Jordan elimination method [109]. The coefficients a, b, c and d for all boundary
condition types are derived hereafter. Although the BC type I was not used in
the simulations, it is included in the following description because it is a basic and
commonly used type of BC.

3.3.3.1 BC type I (Dirichlet)

The first type of the boundary condition occurs when the temperature function at the
boundary of the domain is known. Since the assumed geometry is one-dimensional,
the temperature T (x, t) must be known at both external surfaces, i.e. at x = 0 and
x = L:

T (0, t) = f1(t) ,
T (L, t) = f2(t) ,

where f1 and f2 are the known functions. Hence, the elements of the coefficients
matrix for boundary nodes in Eq. (3.3.4) are:

b1 = 1 ,
c1 = 0 ,
d1 = Tm1 ,
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aN = 0 ,
bN = 1 ,
dN = TmN ,

where Tm1 and TmN are the known temperatures.

3.3.3.2 BC type II (Neumann)

The second type of boundary conditions is when the solution derivatives at the
boundary of the domain are known. For the one-dimensional heat equation it can
be expressed as:

λ
∂T (0, t)
∂x

= qint(t) ,

λ
∂T (0, L)
∂x

= qext(t) ,

where qint(t) and qext(t) are the known functions. For the internal surface, the above
condition may be approximated as follows:

−λT
m
2 − Tm0
2∆x = qmint ,

while for the external surface:

λ
TmN+1 − TmN−1

2∆x = qmext .

The nodes 0 and N + 1 are the auxiliary artificial nodes (lying outside the domain),
which must be eliminated from the equations. Temperatures T0 and TN+1 are found
by combining external heat fluxes with temperatures at nodes 2 and N − 1:

Tm0 = 2∆x
λ

qmint + Tm2 , (3.3.6)

TmN+1 = 2∆x
λ

qmext + TmN−1 . (3.3.7)

The coefficients a, b, c and d are derived by substituting Tm0 and TmN+1 from Eqs.
(3.3.6) and (3.3.7) into the BTCS scheme, Eq. (3.3.5). For the internal surface the
derivation is as follows:

Tm1 − Tm−1
1

∆t = α

∆x2 (Tm0 − 2Tm1 + Tm2 ) ,

Tm1 − Tm−1
1 = α∆t

∆x2

(
2∆x
λ

qmint + Tm2 − 2Tm1 + Tm2

)
.
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Assuming that

p1 = α1∆t
∆x2

1
and r1 = 2∆x1

λ1
,

the final form of the equation can be written as:

Tm1 (1 + 2p1) + Tm2 · 2p1 = p1r1 · qmint + Tm−1
1 .

If an analogical derivation is performed for the external surface, the following relation
is obtained:

Tm1 (1 + 2pN) + Tm2 · 2pN = pNrN · qmint + Tm−1
1 .

where pN = αN∆t/∆x2
N and rN = 2∆xN/λN .

Hence, the elements of the coefficients matrix for boundary nodes in Eq. (3.3.4)
are as follows:

b1 = 1 + 2p1 ,

c1 = −2p1 ,

dm1 = p1r1 · qmint + Tm−1
1 ,

aN = −2pN ,
bN = 1 + 2pN ,
dmN = pNrN · qmext + Tm−1

N .

3.3.3.3 BC type III (Robin)

The third type of boundary conditions expresses the convective heat transfer at a
solid boundary:

λ
∂T

∂x
= h(Tamb − Tsurf ) . (3.3.8)

where Tamb is the known ambient temperature and Tsurf is the surface temperature
to be determined. From the mathematical point of view this boundary condition
is equivalent to the Robin boundary condition [90], which for the one-dimensional
problem can be written as follows:

aT (t, x) + b
∂T (t, x)
∂x

= c ,
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where a, b and c are some constants or known functions.
For the internal surface, the condition defined using Eq. (3.3.8) can be approxi-

mated as follows:
−λT

m
2 − Tm0
2∆x + hsiT

m
1 = hsiT

m
int ,

while for the external surface:

λ
TmN+1 − TmN−1

2∆x + hseT
m
N = hseT

m
ext ,

where Tmint and Tmext are the known ambient temperatures for the indoor and out-
door, respectively, while T1 and TN are the surface temperatures. The nodes 0 and
N + 1 are the auxiliary artificial nodes (placed outside the computational domain),
which must be eliminated from the equations. The temperatures Tm0 and TmN+1 are
determined by combining the ambient temperatures with the temperatures at nodes
neighboring the considered surfaces:

Tm0 = 2hsi∆x
λ

Tmint −
2hsi∆x
λ

Tm1 + Tm2 ,

TmN+1 = 2hse∆x
λ

Tmext −
2hse∆x

λ
TmN + TmN−1 .

In order to derive the coefficients a, b, c and d, temperatures Tm0 and TmN+1 are
substituted in the BTCS scheme, Eq. (3.3.5). For the internal surface the derivation
is as follows:

Tm1 − Tm−1
1

∆t = α1

∆x2
1

(Tm0 − 2Tm1 + Tm2 ) ,

Tm1 − Tm−1
1 = α1∆t

∆x2
1

2hsi∆x1

λ1
Tmint −

−2hsi∆x1

λ1
Tm1 + Tm2 − 2Tm1 + Tm2

 .
Assuming that

p1 = α1∆t
∆x2

1
and s1 = 2hsi∆x1

λ1
,

the final form of the equation can be written as:

Tm1 (1 + p1s1 + 2p1) + Tm2 (−2p1) = Tmint(p1s1) + Tm−1
1 ,

Tm1 b1 + Tm2 c1 = d1 .
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where hsi is the heat transfer coefficient at the internal surface. If an analogical
derivation is performed for the external surface, the following relationship is ob-
tained:

TmN−1(−2pN) + TmN (1 + 2pN + pNsN) = Tmext(pNsN) + Tm−1
N ,

TmN−1aN + TmN bN = dN ,

where pN = αN∆t/∆x2
N , sN = 2hse∆xN/λN and hse is the heat transfer coefficient

at the external surface.

Hence, the elements of the coefficients matrix for the boundary nodes in Eq.
(3.3.4) are as follows:

b1 = 1 + 2p1 + p1s1 ,

c1 = −2p1 ,

dm1 = p1s1 · Tmint + Tm−1
1 ,

aN = −2pN ,
bN = 1 + 2pN + pNsN ,

dmN = pNsN · Tmext + Tm−1
N .

3.3.3.4 BC type IV (continuity assumption)

The fourth type boundary condition specifies that the functions of the heat flux and
temperature are continuous at the interface between two layers (at node i ):

Ti−(t) = Ti+(t) ,

λI
∂Ti−

∂x
= λII

∂Ti+

∂x
,

where the subscript i− denotes the left-side value at the node i and the subscript i+

denotes the left-side value at the node i. The elements of the coefficients matrix are
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derived from the BTCS scheme (Eq. (3.3.5)) and are as follows:

ai = − λI
∆xI

,

bi = λI
∆xI

+ λII
∆xII

+ A ,

ci = − λII
∆xII

,

dmi = A · Tm−1
i ,

where the subscripts I and II stand for values related to materials adjacent to the
common surface (interface) represented by the node i, and A:

A = (ρIcI∆xI + ρIIcII∆xII)
2∆t .

3.4 Air-wall co-simulation

The numerical model developed for the purpose of this work consists of two main
parts:

1. indoor air submodel,

2. external wall submodel.

The term “submodel” is used to both cases to underline that these models are inde-
pendent from each other, but both are inevitable parts of the developed numerical
model. The term “co-simulation” is used to distinguish the calculation procedure
from fully coupled procedures which aim at solving the problem in a coupled man-
ner, what is called the conjugate heat transfer. The procedure applied in this work
relies on two independent models solving the airflow and heat transfer in solids
independently.

In the present model, the air-wall co-simulation procedure depends on the mutual
exchange of results at the common boundary between the air and wall models (Fig.
3.6). The procedure is repeated for all the defined external solid partitions (in this
case: south wall, south window).

The indoor air model (CFD) sends the heat heat flux per area to the wall model.
This heat flux is treated by the wall model as the second-type boundary condi-
tion (Neumann BC). Similarly, the wall model sends the temperature of the wall
internal surface to the air model. This temperature is the boundary condition for
the CFD model (Dirichlet BC). The surface temperature as the boundary condition
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Normal step
Calculate:

u, p, T
WAIT
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in solids
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Calculate:
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WAIT

Normal step
Calculate:
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WAIT

Figure 3.6: Air–wall co-simulation procedure

is assumed to be constant over the respective surface. The heat transfer rate be-
tween the wall and air is calculated based on the convective heat transfer coefficient
calculated using Eq. 3.2.15.

The both exchanged boundary values, temperature and heat flux, are the average
values. The heat flux calculated by CFD is spatially-averaged over the boundary
surface before sending it to the wall model. On the other hand, the wall surface tem-
perature is obtained by solving the one-dimensional heat equation. The obtained
surface temperature is treated by the CFD model as the average temperature and
is applied uniformly over the considered boundary surface. This average-value ap-
proach significantly simplifies and speeds up the calculations. Similar approach is
used e.g. in the ESP-r [15].

The solution at the common boundary is exchanged in prescribed time intervals.
There is no need to exchange the results at the each time step, because CFD time
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steps are significantly smaller than time steps required in heat conduction calcula-
tions. The time steps during which the solution exchange occurs are referred in this
work as coupling steps, while the solution exchange intervals as coupling intervals.

The coupling interval adopted in this work is 20 s. The influence of the coupling
interval on the results is presented in Section 4.4. The validation showed that
coupling intervals larger than 20 s could be used. However, due to the simplicity of
the adopted co-simulation approach, the coupling step interval has a little influence
on the computational time. The computational effort obtained by the 20 s interval
is acceptable.

Between the coupling steps, the CFD calculations proceed, while the heat con-
duction calculations in solid partitions stop and wait for the next coupling step.
Thus, the time step size in heat conduction calculations is 20 s. The 20 s time step
is sufficient for the wall model to give accurate results in the considered range of
conditions.

The air-wall coupling strategy implemented in this work can be referred as Quasi-
Dynamic Coupling according to the classification of coupling strategies presented by
Zhai et al. [144]. The strategy is recognized to be accurate if the solution exchange
time interval (coupling time interval) is small, for instance “a few minutes” [144].
The coupling time interval in the present model is even lower (20 s), and thus the
quasi-dynamic coupling strategy can be adopted.

3.5 Thermal comfort indices

The present investigation is aimed at the evaluation of the building thermal capaci-
tance influence on the indoor environment, particularly the indoor thermal comfort.
The factors taken into account are: indoor temperature, indoor air speed, airflow
patterns and nonuniformity of the environment. In addition to the analysis of the
raw environment parameters, the results are combined to predict the thermal com-
fort level. For this purpose some of the thermal comfort indices described in Section
2.1.4 are chosen.

Most of the indoor thermal comfort studies are carried out using the heat bal-
ance based thermal comfort models: the PMV-PPD model (Section 2.1.4.2) and the
2-node Gagge’s model (Section 2.1.4.2). In this work the PMV-PPD model is chosen
because it provides a balance between the accuracy and implementation complex-
ity. The 2-node model is more difficult to implement and does not introduce any
significant advantages from the point of view of this study.

To extend the thermal comfort evaluation, the risk of draft is assessed using the
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DR model (Section 2.1.4.1). The risk of draft is often calculated in thermal comfort
studies as an auxiliary value [87, 120, 121].

In order to calculate the PMV and PPD indices, Eqs. (2.1.6), (2.1.7), (2.1.8),
(2.1.9) and (2.1.10) have to be solved. The solution is found iteratively due to the
mutual interdependence of the heat transfer coefficient, Eq. (2.1.8), and the clothing
temperature, Eq. (2.1.7).

The calculation procedure is based on the algorithm presented in ISO 7730 [74].
The ISO algorithm is written in the BASIC programming language. It was trans-
lated to the C++ programming language by the author and implemented into the
code. The implemented calculation procedure was validated against the exemplary
data included in the aforementioned standard.

Although the PMV-PPD model is based on the steady state heat balance, it is
often used to evaluate indoor transient conditions [112, 136]. It is possible because
indoors are usually characterized by slow and relatively mild changes of environ-
mental parameters.

The PMV-PPD model is proven to give more accurate results in the case of air-
conditioned buildings than naturally ventilated ones. It is found that the thermal
comfort scale used with the PMV model is too strict for the natural ventilation.
One of the reasons is that expectations upon the free-running buildings are lower
than upon the air-conditioned buildings. However, the PMV-PPD model is still
often used by researchers to predict the thermal comfort in naturally ventilated
buildings [110], despite its potential inaccuracy. Sometimes the standard PMV is
simply multiplied by a damping factor n (0<n<1) to take into account the lower
expectancy upon the natural ventilation [120, 121, 43]. In the present study the
type of a ventilation system and its effect on human expectations are not considered
and the PMV values are not multiplied by any damping factor.

The PMV is calculated from the following input parameters: clothing level, hu-
midity, activity level, air temperature, air velocity magnitude and mean radiant
temperature. In this work, the clothing level, humidity and activity level are as-
sumed to be constant and equal to 1m2K/W, 50% and 1.2met, respectively. The air
velocity and the temperature are calculated at each time step of the simulation. The
mean radiant temperature is assumed to be equal to the spatially averaged indoor
air temperature and is updated at every time step. This is a general assumption,
valid in most cases.

The DR index is evaluated using Eq. (2.1.2). It depends on the local air tem-
perature, local mean air velocity and local turbulence intensity. The turbulence
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intensity Tu (%) is calculated using the following expression [120, 87]:

Tu = 100 · (2k)0.5

u
,

where k is the local turbulent kinetic energy and u is the local mean air velocity.

The PMV, PPD and DR indices are used to evaluate the total impact of indoor
environment parameters. The indices make the results more meaningful, but should
not be treated as a perfectly accurate output. The actual level of the thermal comfort
depends on many factors which are difficult to evaluate. These include both personal
and environmental factor types. A comprehensive discussion concerning the human
thermal comfort and problems with its evaluation is presented in Section 2.1.

All considered thermal comfort indices are presented as spatially averaged quan-
tities. The average value of the given thermal comfort index TCIavg (which can be
PMV, PPD, or DR) over a given space is calculated as follows:

TCIavg =
∑n
i=1 TCIi · Vi∑n

i=1 Vi
,

where TCIi is the value of the thermal comfort index at the i-th cell of a given
space, Vi is the volume of the i-th cell and n is the total number of cells.

The thermal comfort indices are averaged over three different regions of the
room: (1) the occupied zone, (2) the near-wall zone adjacent to the external wall
(and window) and (3) the entire room (without the ventilation inflow and outflow
ducts).

The occupied zone (1) is defined in this work in order to assess the thermal
comfort level in the space where people are present for the most of the time. The
zone definition is similar to the “breathing zone” from ANSI/ASHRAE Standard
62.1-2004 [5], however its dimensions are slightly different. It is assumed that the
occupied zone is the space between the floor and a plane 2m above it and 1m away
from walls. The near-wall zone (2) is the 1m wide space adjacent to the external
wall and window. Its height is equal to the room height. This zone is taken into
account because in many situations this location is highly affected by drafts. The
results for the whole room (3) are averaged over the entire indoor space, i.e. 5 x 5
x 2.6 m3.

The results from different regions of the room space provide more information
than only one simple result averaged over the entire space. The analysis enables
to verify whether nonuniformities (thermal stratification, drafts) are an issue in the
present case.
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3.6 Model implementation

The numerical model was implemented by the author through developing an exten-
sion code to the OpenFOAM’s solver buoyantPimpleFoam (version 2.0.1).

OpenFOAM (Open Field Operation and Manipulation) is a free open source
CFD software package written in C++ and developed by the OpenFOAM Team at
SGI Corp and distributed by the OpenFOAM Foundation [116]. The OpenFOAM
toolbox is extensively used by many engineers and researchers as a reasonable alter-
native to commercial CFD software. The buoyantPimpleFoam solver is a transient
solver dedicated to buoyant, turbulent flows of compressible fluids for ventilation
and heat transfer. The source code of the solver is available at the OpenFOAM
C++ documentation website [103]. A validation study of the solver was recently
presented by Peltola and Pättikangas [107]. The study showed a good agreement
between numerical results and experimental results.

Due to the specific source code structure of the OpenFOAM toolkit, its solvers
can be customized or extended. For the purpose of the present work, the buoyant-
PimpleFoam solver served as a template, to which the following capabilities were
added by the author:

• one-dimensional heat conduction in solids (thermal envelope),

• solid-fluid heat transfer co-simulation,

• on-the-fly output data processing,

• thermal comfort indices calculation.

At each time step, the program solves equations governing airflow, to subsequently
solve the heat conduction equations governing the heat transfer in walls. The results
at the solid-fluid interface surfaces are exchanged between submodels in predefined
time intervals as shown in Fig. 3.6.

The on-the-fly output data processing feature facilitated the results post-processing.
The feature greatly shortened the time needed to compile the outputs to a executable
form. The OpenFOAM solvers save the results of each time step in a separate folder.
Additionally, in each folder output parameters are saved as separate files. As a re-
sult, all analyzed cases produced more than 5 million files (taking over 213 GB of
a disk space). Although some tools helping with the data analysis are available in
the OpenFOAM toolkit, they are not capable to process all results. It is because
some output parameters have to be calculated from basic results provided by the
standard solver, e.g. thermal comfort parameters, spatial weighted averages of some
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parameters, etc. The developed procedures process the output data and save the re-
sults regarding specific parameters in designated files. Afterward, parameters which
have to be calculated from basic results (e.g. the iterative calculations of PMV) are
calculated and saved. This process is repeated at the end of each time step.

The author developed the Python scripts to automatically generate data plots
for considered output variables at the end of the simulation. The plots are generated
using a freely redistributable command-line driven graphing utility called “gnuplot”
[57] (ver. 4.4.3).

The author’s contribution to the code is presented in Fig. 3.7. The developed
code consists of approximately 5300 lines.

Mesh generation
(air domain)

Calculation of thermal comfort
indices during simulation

Wall submodelAir submodel

Generation of sol-air
temperature profile

basing on climatic data

On-the-fly output
data processing

Co-simulation
procedure

OpenFOAM code (C++) Author's code (C++, Python)

heat flux solution

temperature solution

Figure 3.7: Schematic representation of the author’s contribution to the source code

3.7 Summary

The developed model consists of two submodels, the indoor air submodel and the
external wall submodel, working in a co-simulation. The complete model allows for
simulating building transient thermal behavior when exposed to arbitrary variations
of the outdoor temperature. It is possible to model an arbitrary number of building
envelope components. The components are modeled as one-dimensional multilayer
solid partitions. In the present work, the model is used to analyze the influence
of different external wall structures (different thermal capacitances) on the indoor
thermal comfort.

To make the results easier to interpret and reduce the computational demand
only a single air space with one external wall and one window is modeled, while
remaining surfaces are assumed to be adiabatic. The adopted outdoor temperature
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profiles and the list of wall structures taken into account in the analysis are listed
in Section 5.2.



Chapter 4

Model validation

Both the indoor air submodel and external wall submodel are validated. The air
submodel is based on the OpenFOAM’s solver buoyantPimpleFoam, validated by
Peltola and Pättikangas [107]. The wall submodel, developed by the author, was
also verified. The results provided by the model were compared with the results
provided by the commercial software Abaqus, based on the Finite Element Method
(Section 4.1).

Despite the fact that the CFD code is capable to provide accurate results, there
is still a need to validate the computational mesh. As discussed in Section 3.2.2.1
concerning the near-wall treatment in the airflow model, the air-wall heat transfer
rate is highly sensitive to the near-wall mesh resolution due to the presence of
the wall function. In the case of the present study the only important quantity
affected by the near-wall mesh resolution is the convective heat transfer coefficient.
Incorrect rates of the heat transfer between the wall and indoor air can under– or
overestimate the influence of wall thermal parameters on indoor conditions. Thus,
the main challenge of the mesh validation is to find a near-wall mesh resolution
guaranteeing realistic values of the surface heat transfer coefficient. The convective
heat transfer coefficients calculated using seven different near-wall mesh resolutions
are compared with the data from empirical formula. The conducted procedure is
presented in Section 4.2. In addition to the near-wall mesh validation, the standard
mesh independence test was performed. Seven different general mesh resolutions
and their influence on the results were checked. The mesh independence test is
discussed in Section 4.3.

Finally, the independence test of the air-wall coupling interval was carried out.
The test aim was to find how often results at common boundaries have to be ex-
changed between models to keep the convergent solution. Seventeen coupling inter-
vals were checked. The procedure is described in Section 4.4.

115
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To keep the logical sequence of the following sections in this chapter, the near-
wall mesh validation is presented first. It is because the results showed that the
near-wall mesh resolution has the greatest impact on results. Subsequently, the
general mesh (i.e. far from the south wall) independence test is presented. Finally,
the coupling interval independence test was performed.

Despite the chosen sequence of the following sections, it should be noted that
in reality the validation of the entire model was an iterative process. The author
carried out a number of preliminary tests to investigate the model behavior. As a
result, the presented near-wall mesh validation was carried out using an optimum
general (i.e. far from the south wall) mesh resolution. Similarly, the general mesh
resolution was carried out using an optimum near-wall mesh resolution. In addition,
all mesh tests were performed using an optimum coupling interval.

4.1 Wall model validation

The wall model was validated against the results of the Abaqus software (FEM,
commercial code [31]). In the following section the results obtained by the self-
written model are denoted with the subscript “CWall” (the name is derived from
the name of the respective C++ class in the source code), while the results obtained
by Abaqus are denoted with the subscript “Abaqus”.

The sample case used to validate the wall model code is presented in Fig. 4.1.
The sample case has a one-dimensional geometry representing a double-layer wall.
Both layers are 0.2m wide. The assumed material parameters of the Layer 1 are
λ1 = 0.7W/(mK), ρ1 = 1000 kg/m3, cp1 = 1000 J/(kgK), while the parameters of
the Layer 2 are λ2 = 2.5W/(mK), ρ2 = 1500 kg/m3, cp2 = 1000 J/(kgK) (Layer 1
is the external layer and Layer 2 is the internal one).

The initial condition is the known temperature distribution: T (x, 0) = 0◦C.
The boundary condition at the internal surface (Layer 2) is the Robin boundary
condition (III type BC) with the indoor temperature Ti(t) = 0 = const, and the
surface heat transfer coefficient hi = 8, 1W/(m2K). The boundary condition at the
external surface (Layer 1) is the Neuman boundary condition (II type BC) with the
specified heat flux per area q(t) = 20W/m2 =const. The simulation time is 10 h.

The case is modeled using both the self-written code and the commercial Abaqus
code. The total number of nodes in the model based on the own code is 10: 2 nodes
at the external boundaries, 1 node at the common surface, 3 internal nodes in
Layer 1 and 3 internal nodes in Layer 2. The nodes are distributed uniformly and
the distance between any two neighboring nodes is 0.05 m. A similar finite element
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Figure 4.1: Wall model validation case

mesh resolution was implemented in Abaqus.
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Figure 4.2: External surface temper-
ature: CWall vs. Abaqus
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ture: CWall vs. Abaqus

As shown in Figs. 4.2 and 4.3, the time-dependent surface temperatures calcu-
lated by both codes are identical. Also the cross-section temperature distributions
at the final time t = 10h calculated by both codes closely fit to each other, that is
presented in Table 4.1. The error is 0.001 ◦C only.

4.2 Near-wall mesh validation

The aim of the near-wall mesh validation is to ensure that calculated convective
heat transfer coefficients (HTC) at the surface of the south wall (and window) have
proper values. The south wall mesh region is important only and verified, because
all other surfaces are adiabatic (no heat transfer across them is allowed).

In this study the exact value of the HTC is not so important, but still this value
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Table 4.1: Wall model validation: cross-section temperatures at time t = 10 h

Distance x [m] TCWall(x, t) [◦C] TAbaqus(x, t) [◦C]
0.00 4.94085 4.94143
0.05 3.62149 3.62203
0.10 2.51219 2.51277
0.15 1.58957 1.59022
0.20 0.81868 0.81940
0.25 0.64141 0.64213
0.30 0.50543 0.50612
0.35 0.40574 0.40638
0.40 0.33756 0.33811

should be realistic. The air-wall heat transfer rate depends on flow conditions in the
vicinity of the wall surface. Thus, the HTC cannot have a single constant assigned
but rather be evaluated as the simulation proceeds.

As described in Section 3.2.2.1 about the near-wall treatment, due to the presence
of a wall function, the near-wall mesh resolution has a significant effect on the
calculated HTC. For many industrial high-Re (high Reynolds numbers) flows the
wall function provides accurate prediction provided that the dimensionless distance
y+ of the cell centroid from the wall is greater than 30 (this is the most often cited
threshold value).

However the flow conditions expected in the present investigations are much
milder than in the case of industrial flows and therefore the accuracy of the wall
function cannot be ensured. Fortunately, from the point of view of the present work,
the only important result calculated by the wall function is the HTC. Hence, in this
section, the near-wall mesh resolution influence on the HTC calculation is described.

In the reality, the heat transfer rate is much lower when it is caused by the
natural convection than by the forced convection. The developed model should take
this effect into account. That is why the obtained numerical results are compared
with the data provided by two empirical functions: the first for the HTC in natural
convection conditions, and the second for the HTC in forced convection conditions.
Finally, a next-to-wall cell size giving an acceptable accuracy of HTC under both
conditions is adopted.

In the following tests, the next-to-wall cell size is described by the distance D
between the wall surface and the cell centroid (Fig. 4.4). Six different cell sizes D
are tested: 0.250 m, 0.167 m, 0.125 m, 0.100 m, 0.069 m, 0.055 m.
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Figure 4.4: Next-to-wall cell size D

4.2.1 Natural convection test

The air-wall heat transfer under the natural convection conditions takes place when
the wall internal surface is warmer than the air. Due to the temperature difference,
the air is warmed up and it local temperature increases along the wall. In buildings
the process is usually quite mild, the air speed is relatively low and the heat transfer
rate is lower than for the forced convection.

This section describes the test to compare the convective heat transfer coefficients
(HTC) calculated by the CFD code with the convective heat transfer coefficients
calculated using the empirical formula provided by Fohanno and Polidori [48].

In order to stimulate the natural convection near the external (south) wall, initial
and boundary conditions are defined. The initial temperature in the entire air
domain is T (x, 0) = 19 ◦C. The initial wall and window temperatures are uniform
along the entire cross-section and equal Twall(x, 0) = 27 ◦ and Twindow(x, 0) = 27 ◦C.
The inlet air temperature Tinlet(t) = 19 ◦C and ambient temperature Tamb(t) = 27 ◦C
are constant. The inlet air velocity vinlet = 0.54m/s, that approximately provides
the air exchange rate ACH = 0.3. The simulation stops at the time t = 3h.

The wall and window are modeled as single-layer partitions. The material pa-
rameters of the wall are as follows: width dwall = 0.5m, density ρwall = 400 kg/m3,
conductivity λwall = 0.15W/(mK), specific heat cp,wall = 1000 J/(kgK). The ma-
terial parameters of the window are: width dwindow = 0.028m, density ρwindow =
1000 kg/m3, conductivity λwindow = 0.042W/(mK), specific heat cp,window =
1000 J/(kgK). The density of the window is evaluated as the approximate weighted
average of the densities of the glass and air for a double-glazed (4 / 20 / 4 mm)
window. The U-values of the wall and window are Uwall ≈ 0.29W/(m2K) and
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Uwindow ≈ 1.20W/(m2K). They are calculated using the standard surface heat trans-
fer coefficients: hi = 8.1W/(m2K) and he = 23W/(m2K).

The indoor airflow pattern obtained in the test is shown in Figs. 4.5 and 4.6. It
can be seen that the air slowly rises along the south wall with the average velocity of
about 0.02–0.06m/s. The highest velocities are noticed just below the ceiling, where
the air moves at the speed of 0.15–0.30m/s, depending on the certain location. The
air does not drop just after entering the room because its temperature is close to
the indoor temperature.

Figure 4.5: Natural convection test: air velocity v at time t = 1h

Since the near-wall mesh resolution affects the heat transfer rate between the wall
and air, it affects also the indoor temperature. The average indoor temperature Tint
calculated using different near-wall mesh resolutions is shown in Fig. 4.7. In the
analyzed case the maximum observed temperature difference between the results is
about 0.5 ◦C.

The empirical formula for the average HTC for the natural convection hcn de-
veloped by Fohanno and Polidori [48] has the form:

hcn = 1.174 exp(0.0355H)[qc]0.24 , (4.2.1)

whereH is the height of the wall [m] and qc is the average convective heat flux density
[W/m2]. The formula is accurate for both laminar and turbulent regimes, and for
wall heights up to 3m and heat flux intensity up to 200 W/m2. The conditions in
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Figure 4.6: Natural convection test: airflow streamlines at time t = 1h

the simulations performed in this work are within these ranges.
The empirical HTC calculated separately for each case is presented in Fig. 4.8.

As shown, the HTC magnitudes varies between 2 and 3 W/(m2K). The values do not
differ much between the different near-wall mesh resolutions. Thus, for clarity, in
Fig. 4.9 the HTC calculated by the CFD code is compared only with the empirical
HTC calculated for D = 0.167 m.

As shown in Fig. 4.9, the HTC calculated by the CFD code using Eq. (3.2.15)
varies significantly for different near-wall mesh resolutions. The average differ-
ence in HTC estimations using the mesh with the smallest next-to-wall cell (D =
0.055m) and the ones with the large cells (D = 0.250m and D = 0.167m) is about
3W/(m2K). Looking at the absolute magnitudes, the potential error related to the
mesh quality can be as high as 100%.

Noticeable oscillations of the HTC values are observed. These oscillations are
mainly a result of air velocity solution oscillations. Generally, all auxiliary quantities
depending on the air velocity are influenced. The oscillations are obtained during
some (random) periods of time. Possibly, the oscillations could be damped down
by applying two (or more) PIMPLE loops to the solution algorithm (see Section
3.2.3). However, this would considerably increase the computational time causing
the entire investigation infeasible. The oscillations are small enough to not affect
the average values of the environmental and thermal comfort parameters, like the
temperature.
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Figure 4.7: Natural convection test: average indoor temperature Tint calculated for
different near-wall resolutions

The comparison shows that in the case of the natural convection, the larger
wall-adjacent cell, the more accurate is the result. However, in the Finite Volume
Method the coarser mesh, the more space-averaged is the result. By assumption,
meshes with the next-to-wall cells with D > 0.250m are not taken into account
because they poorly predict airflow patterns. The accuracy of the meshes with
D = 0.250m and D = 0.167m is sufficient from the point of view of the present
work.

It can be noticed that the greater size of the next-to-wall cell, the greater is
the dimensionless distance y+(Eq. (3.2.14)). The y+ value varies in time because it
depends on the turbulent kinetic energy, which is not constant. The surface-averaged
magnitudes of y+ for the wall and window surfaces are presented in Figs. 4.10 and
4.11, respectively. The y+ magnitudes are higher for cells adjacent to the window
because air velocities are higher than for wall-adjacent cells. The meshes with large
next-to-wall cells provide higher y+ values. The meshes with D = 0.250m and
D = 0.167m produce surface-averaged y+values close to the recommended minimum
value y+ = 30 (but still are lower). The values of y+ are presented, they are not
taken into account, since wall functions were not developed having indoor airflow in
mind, i.e. flow with very low air velocity, buoyancy driven and under non-standard
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Figure 4.8: Natural convection test: empirical convective heat transfer coefficients
for different near-wall resolutions

geometries.
The final decision concerning the adopted near-wall mesh resolution is based

on the results of both tests: for natural and forced convection conditions. For the
natural convection, the both meshes, D = 0.250m and D = 0.167m, are acceptable.
However, the mesh with D = 0.167m is more favorable due to a higher resolution
of results in the near-wall and inflow regions.

4.2.2 Forced convection test

The forced convection occurs e.g. when the cold air is supplied from the ambient to
the indoor. If the inlet is above the window, as in the given model, the cold (and
heavy) air suddenly drops along the window and wall, causing a “washing” effect.

In this section the average convective heat transfer coefficients (HTC) calculated
by the CFD code are compared with the empirical data obtained using the formula
for the average HTC hcf developed by Jayamaha [78]:

hcf = 1.444v + 4.955 , (4.2.2)

where v is the air velocity [m/s]. According to Jayamaha the velocity direction is
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Figure 4.9: Natural convection test: average convective heat transfer coefficients
(HTC) calculated by the CFD code vs. empirical HTC

not important.
Although the formula given in Eq. (4.2.2) was developed for the convective heat

transfer across external surfaces of buildings, it can be also used in indoor spaces.
The nature of the forced convection in these both environments is identical. The
difference lies only in the phenomenon intensity. The heat transfer rate under the
forced convection is linearly correlated with the local air velocity. The formula gives
a reasonable approximation (±20% error) of the convective heat transfer coefficient
for the air velocity in the range of about 0–5m/s. Data for higher air velocities
are not available. However, the expected air velocity in the present simulations
are of the order of 0.05–0.5m/s, due to the fully controlled inlet velocity (constant,
relatively low air speed).

In the present test the forced convection along the south wall is induced by a
low temperature of the inlet air. When the inlet air is considerably cooler than the
indoor air, it drops just after entering the room.

The initial air temperature set in the test is T (x, 0) = 19 ◦C, uniform in the
entire air domain. The initial wall and window temperatures are uniform along
the entire cross-section and equal Twall(x, 0) = 12 ◦ and Twindow(x, 0) = 12 ◦C. The
inlet air temperature is Tinlet(t) = −10 ◦C=const, while the ambient temperature
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Figure 4.10: Natural convection test:
average y+ at wall’s internal surface
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Figure 4.11: Natural convection test:
average y+ at window’s internal surface

Tamb(t) = 12 ◦C=const. The inlet air velocity vinlet = 0.54m/s corresponds to the
air exchange rate ACH = 0.3. The simulation stops at the time t = 3h.

The wall and window are modeled as single-layer partitions. The material pa-
rameters of the wall are as follows: width dwall = 0.5m, density ρwall = 400 kg/m3,
conductivity λwall = 0.15W/(mK) and specific heat cp,wall = 1000 J/(kgK). In
turn, the material parameters of the window are: width dwindow = 0.028m, den-
sity ρwindow = 1000 kg/m3, conductivity λwindow = 0.042W/(mK) and specific heat
cp,window = 1000 J/(kgK). The density of the window is evaluated as the approximate
weighted average of densities of the glass and air for a double-glazed (4 / 20 / 4 mm)
window. The U-values of the wall and window are Uwall ≈ 0.29W/(m2K) and
Uwindow ≈ 1.20W/(m2K) (calculated using the standard heat transfer coefficients:
hi = 8.1W/(m2K) and he = 23W/(m2K)).

As shown in Fig. 4.12, the air reaches a considerably higher velocity near the
external wall than in the case of the natural convection. At the beginning of the
simulation the air velocity in the central region of the wall is almost 0.3m/s. Then,
after reaching the floor, the air velocity rapidly decreases. However, during the
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simulation the indoor air temperature rapidly decreases (Fig. 4.13) causing a less
intense “wall-washing” effect. At the end of the simulation (t = 3h), the average
air velocity along the south wall decreases down to 0.06m/s.

Figure 4.12: Forced convection test: air velocity v at time t = 0.25 h
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Figure 4.13: Forced convection test: average indoor temperature Tint calculated for
different near-wall resolutions

The average HTC calculated by the CFD code are presented in Fig. 4.14. The
results obtained using the six next-to-wall sizes D are compared with the empirical
value of about 5W/(m2K). The empirical HTC calculated according to Eq. (4.2.2)
vary between 4.955 and 5.420 W/(m2K), depending on the near-wall mesh resolution
and time.

As shown in Fig. 4.14, the obtained HTC differ considerably. The finer near-
wall mesh, the higher is the overprediction of the heat transfer rate. Similarly to
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the natural convection test (presented in the preceding section), the coarse near-wall
meshes are the most accurate.

Similar solution oscillations are observed to the ones in the natural convection
test. As discussed in the preceding section (page 121), oscillations could be damped
down by using more outer loops in the solution algorithm, but this would consid-
erably increase the computational time, while oscillations have a small influence on
the average environmental and thermal comfort parameters.
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Figure 4.14: Forced convection test: average convective heat transfer coefficients
(HTC) calculated by CFD vs. empirical HTC

At the end of the simulation, a noticeable drop of HTC is obtained. It is due
to the fact that the indoor airflow pattern changes considerably due to the decreas-
ing indoor temperature. At the time t = 3h, the average indoor temperature is
approximately -6 ◦C (Fig. 4.13), while the temperature of the wall is about 0 ◦C.
As a result, a transition between the forced and natural convection along the south
wall is observed. Fig. 4.15 shows the air velocity at the final time step t = 3h. As
shown, the “washing effect” is no present and the main air stream omits the south
wall surface.

The average dimensionless wall distance y+ for the window surface varies between
65 and 20 depending on D and t (Fig. 4.17). For the wall surface, the average
y+varies between 40 and 17 (Fig. 4.16). In the both cases, slightly higher values are
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Figure 4.15: Forced convection test: air velocity v at time t = 3 h

noted at the beginning of the simulation, during the flow stabilization. Just like in
the natural convection test, also in this case the y+ values are not considered as the
decisive factor. The proper next-to-wall cell size is chosen according to the HTC
results (Fig. 4.14).

The accuracy of the HTC results obtained by models with the next-to-wall cell
sizes D = 0.250m, D = 0.167m and D = 0.125m are considered as acceptable. Fi-
nally, with respect to the natural convection, the next-to-wall cell sizeD = 0.167m is
chosen, since it provides a good balance between the computational effort, accuracy
and resolution.

4.3 Mesh independence test

The mesh independence test was carried out in order to investigate the influence
of the mesh resolution (in a whole air domain) on the results. The total amount
of cells has a great influence on the computational demand. On the other hand,
coarse meshes give solution averaged over bigger control volumes, so the differences
between maximum and minimum values are less accurate. However, in this study
the main emphasis is put on the analysis of averaged values rather than cell values,
so the averaging process is accepted to a certain extent.

Seven different general mesh discretizations are taken into account: 2912, 6840,
10462, 14774, 19776, 24030 and 28110 cells. The finest mesh (28110 cells) is over 15



4.3. MESH INDEPENDENCE TEST 129

 15

 20

 25

 30

 35

 40

 45

 50

 0  0.5  1  1.5  2  2.5  3

y+
 [

-]

Time t [h]

D=0.250 m
D=0.167 m
D=0.125 m
D=0.100 m
D=0.069 m
D=0.055 m

Figure 4.16: Forced convection test: av-
erage y+ at wall’s internal surface
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Figure 4.17: Forced convection test: av-
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times more computationally demanding than the coarsest one (2912 cells). Thus, it
is desirable to choose one of coarse meshes, because in these investigations one week
long time periods are to be simulated.

The initial air temperature in the test is T (x, 0) = 20 ◦C, uniform in the entire
air domain. The initial wall and window temperatures are uniform along the entire
cross-section and equal Twall(x, 0) = 20 ◦ and Twindow(x, 0) = 20 ◦C. The inlet air
temperature is Tinlet(t) = 10 ◦C=const, while the ambient temperature Tamb(t) =
12 ◦C=const. The inlet air velocity vinlet = 0.54m/s, that approximately provides
the air exchange rate ACH = 0.3. The simulation stops at the time step t = 5h.

The wall and window are modeled as single-layer partitions. The material pa-
rameters of the wall are as follows: width dwall = 0.5m, density ρwall = 400 kg/m3,
conductivity λwall = 0.15W/(mK) and specific heat cp,wall = 1000 J/(kgK). In turn,
the material parameters of the window are as follows: width dwindow = 0.028m,
density ρwindow = 1000 kg/m3, conductivity λwindow = 0.042W/(mK) and spe-
cific heat cp,window = 1000 J/(kgK). The density of the window is evaluated as the
approximate weighted average of the densities of the glass and air for a double-
glazed (4 / 20 / 4 mm) window. The U-values of the wall and window are Uwall ≈
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0.29W/(m2K) and Uwindow ≈ 1.20W/(m2K) (calculated using the standard heat
transfer coefficients: hi = 8.1W/(m2K) and he = 23W/(m2K)).

Fig. 4.18 shows the evolution of the average indoor temperature Tint. As shown,
the mesh resolution has no significant influence on the average temperature. In all
cases during the 5 h time period the temperature drops from the initial 20 ◦C to
approximately 11 ◦C.
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Figure 4.18: Mesh independence test: average indoor temperature Tint
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Figure 4.19: Mesh independence test: average air velocity v

More significant differences in the results are in the case of the average indoor
air velocity (Fig. 4.19). Average velocities vary during the simulation from about
0.03m/s to 0.05m/s. Some solution oscillations ca be observed in all cases. The
oscillations could be damped down by employing additional outer loops (PIMPLE
loops) in the solution algorithm. However, this would increase the computing time.
The oscillations do not significantly influence other environmental parameters, like
the temperature (Fig. 4.18). This issue is also discussed in Sections 4.2.1 and 4.2.2.

Initially, the mesh with 6840 cells was applied by the author to perform the



4.4. COUPLING INTERVAL INDEPENDENCE TEST 131

simulations. However, the preliminary tests showed that the mesh is still too com-
putationally demanding. Hence, finally the adopted mesh resolution is 2912 cells
(the coarsest one).

This work presents the results of over 100 simulations. Even small increases in
computational time of a single simulation significantly extends the total computa-
tional time needed to perform all simulations. The results showed that the accuracy
of the coarsest mesh is sufficient. Comparing to the results provided by the finest
mesh, the error in the average velocity does not exceed 0.005m/s.

In the adopted mesh (Fig. 4.20) the number of cells in the vertical cross-section
of the inlet duct is 12 (3 in the vertical direction and 4 in the horizontal direction).
The number of cells in the horizontal cross-section of the outlet duct is also 12 (3 x 4).

Figure 4.20: Adopted mesh (2912 cells)

4.4 Coupling interval independence test

The aim of the test presented in this section is to find the suitable coupling interval.
The coupling interval is the time interval between the coupling steps (Fig. 3.6). The
smaller coupling interval, more often the wall and the air submodels exchange data
between each other. If the coupling interval is too big, models are poorly linked and
solutions are inconsistent or inconvergent. This issue is discussed in Section 3.4.

In the present model, the air submodel is based on CFD, which requires signifi-
cantly smaller time steps than the wall submodel. Thus, as shown in Fig. 3.6, the
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wall model has to wait between the coupling steps. During the coupling step, the
calculations are performed in both air and wall submodels, and at the end of the
step, the data are exchanged. In the present test 17 different coupling intervals are
checked: 1, 5, 10, 15, 20, 25, 30, 35, 40, 45, 50, 55, 60, 100, 150, 200 and 250 seconds.

The initial air temperature prescribed in the test is T (x, 0) = 20 ◦C, uniform in
the entire air domain. The initial wall and window temperatures are uniform along
the entire cross-section and equal Twall(x, 0) = 12 ◦ and Twindow(x, 0) = 12 ◦C. The
inlet air temperature is Tinlet(t) = −10 ◦C=const, while the ambient temperature
Tamb(t) = 12 ◦C=const. The inlet air velocity vinlet = 0.54m/s corresponds to the
air exchange rate ACH = 0.3. The simulation stops at the time step t = 3h.

The wall and window are modeled as single-layer partitions. The material pa-
rameters of the wall are as follows: width dwall = 0.5m, density ρwall = 400 kg/m3,
conductivity λwall = 0.15W/(mK) and specific heat cp,wall = 1000 J/(kgK). The
material parameters of the window are: width dwindow = 0.028m, density ρwindow =
1000 kg/m3, conductivity λwindow = 0.042W/(mK), specific heat cp,window = 1000 J/(kgK).
The density of the window is evaluated as the approximate weighted average of the
densities of the glass and air for a double-glazed (4 / 20 / 4 mm) window. The U-
values of the wall and window are Uwall ≈ 0.29W/(m2K) and Uwindow ≈ 1.20W/(m2K)
(calculated using the standard heat transfer coefficients: hi = 8.1W/(m2K) and
he = 23W/(m2K)).

The effect of the coupling interval is the most significant at the interface bound-
aries, i.e. the wall and window internal surfaces. Furthermore, since the window’s
U-value is higher than the wall’s U-value, the coupling intervals affect more the
window surface. Therefore, the window internal surface can be considered as the
critical one in this test. The comparison of the average window internal surface
temperatures Tsi for different coupling intervals is presented in Fig. 4.21.

It was found that the coupling interval has a small influence on the final result,
at least in the considered range of coupling intervals (1–250 s). It can be observed
that the large coupling intervals cause the lower heat transfer rate between the air
and window surface. The temperature changes are less rapid. In the beginning of
the simulation, the temperature differences between cases reach approximately 1 ◦C.
After the 3 hours time period, the temperatures difference decreases significantly.

According to the test results, the coupling interval of 20 s was assumed. The
results showed that a larger interval could be even adopted, but the 20 s interval
gives more confidence that the solution is convergent for more dynamic conditions
and higher U-values.
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Figure 4.21: Coupling interval independence test: window’s internal surface tem-
perature (Tsi) calculated using different coupling intervals (CDT)

4.5 Summary

The chapter presented validation of the developed model. The performed tests
included: wall model validation, near-wall mesh validation, whole-domain mesh
independence test and coupling interval independence test.

After the results analysis, the coarse mesh with 2912 cells was assumed. The
adopted distance D of the next-to-wall cell centroid to the surface of the south wall
was 0.167m and the coupling interval of 20 s was chosen

Unfortunately, no experimental data were available to the author to fully verify
the model. However, the results obtained in the performed tests let to presume that
the model is fully correct.



Chapter 5

Simulation results

The aim is to analyze the influence of the thermal capacitance of external walls on the
indoor thermal comfort. The numerical model developed for this purpose (Chapter
3) enables to analyze the indoor air as a nonuniform environment. Thanks to the
incorporated CFD solver, the model is able to predict the indoor air velocity which
significantly contributes to the thermal comfort sensation.

Due to the model complexity, its computational demand is significant. Thus,
only a limited number of simulations could be carried out within investigations.
One of the challenges was to select a proper set of test cases. To accomplish this
task, a number of different wall structures was chosen and tested under various
conditions.

Four types of tests were designed and three groups of wall structures were mod-
eled. To limit the computational time, depending on the wall type, the specific wall
was designated for all the tests or only for the chosen subset. The wall structures
taken into account in the study are presented in Section 5.1. The description of the
test cases is presented in Section 5.2.

The total number of the performed simulations (without validation and prelimi-
nary tests) is 84, whereof 37 simulations had a long computational time (around 10
days per simulation). The computational time of remaining simulations was around
1 day per simulation. The simulations were performed on a quad-core computer,
that enabled to perform simultaneously four simulations. The total run-time of the
84 simulations was around 3.5 months.

5.1 Wall structures

Three groups of wall structures are taken into account. The walls differ in material
parameters and number of layers.

134
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The first group consists of homogeneous single-layer walls. The walls have
the same U-value, U = 0.3W/(m2K), but the different thermal capacitance. The
specific heat c of the materials is constant, but the density ρ varies from 150 up to
3750 kg/m3. The walls are 0.25m wide and their conductivity is λ = 0.079W/(mK).
The material parameters of the walls from the first group are listed in Table 5.1.

The second group is similar to the first one, with the only difference that
the walls have the two times lower U-value, i.e. U = 0.15W/(m2K) (λ = 0.039
W/(mK)). The material parameters of the walls from the second group are listed
in Table 5.2.

The assumed thermal properties of the walls from the first and the second group
do not represent any real materials. However, the properties are within the range
of typical building materials.

The third group of the walls consists of commonly used in the engineering prac-
tice, the multilayer wall structures. The goal was to design multilayer walls with the
U-value close to 0.3W/(m2K), but the considerably different thermal capacitance.
The designed structures have the U-values of about U = 0.295 ± 0.002W/(m2K).
In the following, the U-value of these walls is approximated to a one decimal place,
i.e. U = 0.3W/(m2K), to underline that their results are to be compared with
walls from the first group. All multilayer walls meet Polish building requirements
(U ≤ 0.3W/(m2K) [113]). The material parameters and layers composition of mul-
tilayer walls are listed in Table 5.3. The first layer (no. 1) in each wall type is placed
at the interior side of the wall. Every subsequent layer is closer to the exterior.

The walls in Tables 5.1, 5.2, 5.3 are listed by the increasing wall (planar) thermal
capacitance Cwall [kJ/(m2K)] which is defined here as follows:

Cwall =
n∑
i

ciρidi , (5.1.1)

where n is the total number of layers in a wall, and ci, ρi, di are the specific heat
[J/(kgK)], the density [kg/m3] and the width [m] of the i-layer. It should be noticed,
that the wall thermal capacitance Cwall does not take into account the spatial dis-
tribution of the thermal capacitance, what also influences the wall thermal inertia.
The effect of the nonuniform thermal capacitance distribution is investigated in this
work by comparing walls with a similar Cwall but a different design (e.g. different
layer sequence).

The U-values of all walls are calculated using the standard surface heat transfer
resistances, Rsi = 0.13m2K/W and Rse = 0.04m2K/W (according to ISO 6946
[75]).
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Table 5.1: Material parameters of single-layer walls with U = 0.3W/(m2K)

Wall’s name Width Density Conductivity Specific heat Wall heat cap.
d ρ λ c Cwall
[m] [kg/m3] [W/(mK)] [J/(kgK)] [kJ/(m2 K)]

S-1/U-0.3 0.25 150 0.079 1000 37.5
S-2/U-0.3 0.25 550 0.079 1000 137.5
S-3/U-0.3 0.25 950 0.079 1000 237.5
S-4/U-0.3 0.25 1350 0.079 1000 337.5
S-5/U-0.3 0.25 1750 0.079 1000 437.5
S-6/U-0.3 0.25 2150 0.079 1000 537.5
S-7/U-0.3 0.25 2550 0.079 1000 637.5
S-8/U-0.3 0.25 2950 0.079 1000 737.5
S-9/U-0.3 0.25 3350 0.079 1000 837.5
S-10/U-0.3 0.25 3750 0.079 1000 937.5

5.2 Simulation description

The wall structures are subjected to four types of simulations. The analyses are
created by combining two driving (i.e. outdoor and inlet) temperature profiles with
two air exchange rates. The simulation time in all tests is 7 days (168 h). The
assumed initial and the boundary temperatures are described in Sections 3.2.2 and
3.3.2. The initial temperature of the indoor air is uniform and is equal to 20 ◦C. No
internal heat source is taken into account. The study focuses on the influence of the
thermal capacitance of the wall on the indoor thermal comfort.

The initial wall temperature distribution in the summer week simulation is
a steady state temperature calculated for the indoor initial temperature (20 ◦C)
and the outdoor initial temperature (the first temperature record from the climate
database for the considered period: 14.6 ◦C). The initial temperature distribution
in the wall in the stability test is assumed to be uniform in the entire cross-section
and equal to 20 ◦C.

In the first driving temperature profile type, the outdoor temperature is equal
to the sol-air temperature Tsol (Eq. (3.3.2)) calculated for the southern wall, while
the inlet temperature is equal to the ambient dry bulb temperature TDBT . Both
temperatures are derived from the climate data for the city of Elbląg (Poland) for
the period of August 11–17 [29]. The climate database contains 8760 records repre-
senting 8760 hours of the Typical Year. The simulations start at 5328 h (midnight
between August 10th and 11th) and stop at 5496 h (midnight between August 17th
and 18th). The temperatures between the full hours are linearly interpolated. The
functions Tsol(t) and TDBT (t) are presented in Fig. 5.1. The tests using the outdoor
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Table 5.2: Material parameters of single-layer walls with U = 0.15W/(m2K)

Wall’s name Width Density Conductivity Specific heat Wall heat cap.
d ρ λ c Cwall
[m] [kg/m3] [W/(mK)] [J/(kgK)] [kJ/(m2 K)]

S-1/U-0.15 0.25 150 0.039 1000 37.5
S-2/U-0.15 0.25 550 0.039 1000 137.5
S-3/U-0.15 0.25 950 0.039 1000 237.5
S-4/U-0.15 0.25 1350 0.039 1000 337.5
S-5/U-0.15 0.25 1750 0.039 1000 437.5
S-6/U-0.15 0.25 2150 0.039 1000 537.5
S-7/U-0.15 0.25 2550 0.039 1000 637.5
S-8/U-0.15 0.25 2950 0.039 1000 737.5
S-9/U-0.15 0.25 3350 0.039 1000 837.5
S-10/U-0.15 0.25 3750 0.039 1000 937.5

and inlet temperature profiles are denoted as the summer week simulations.
In the second temperature profile type, the outdoor and inlet temperatures are

constant and equal to 0 ◦C. The tests using these constant temperatures are denoted
as the indoor environment stability tests or just the stability tests. Their purpose is
to find out how rapid are negative changes in the indoor air temperature due to the
outdoor temperature drop in buildings with different external walls.

To quantify stabilizing capabilities of different walls, the time (tdrop) needed for
the indoor temperature to drop to a certain level (Tdrop) is measured. In order to
take into account a nonlinear character of the indoor temperature function, three
different temperature drop levels Tdrop are taken into account: 15 ◦C, 10 ◦C and 5 ◦C.
Due to a nonlinear character of temperature variations, differences in the measured
times tdrop for different cases are the higher, the lower is the chosen temperature
Tdrop (the temperature for which the time comparison is performed).

Two air exchange rates are taken into account in the tests: ACH=0.01 h−1

and ACH=0.3 h−1. The air exchange rates are obtained by setting the fixed in-
let air velocity: v = 0.018056m/s for ACH=0.01 h−1 and v = 0.541667m/s for
ACH=0.3 h−1. The tests with ACH close-to-zero show the thermal capacitance
performance unaffected by the inlet air. On the other hand, ACH=0.3 h−1 is the
minimum air exchange rate from the hygienic point of view, according to the ISO
13790 standard [73].

Although the typical air exchange rates in real buildings reach as much as 1 h−1

(and more), air exchange rates higher than 0.3 h−1 are not taken into account in
this study, because of the too long simulation run-time. The air exchange rate is
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Table 5.3: Material parameters of multilayer walls with U = 0.295 ≈ 0.3W/(m2K).
Walls are arranged by increasing wall thermal capacitance Cwall. First layers (no.
1) are placed at the interior side. Acronyms: EPS - expanded polystyrene, AAC -
autoclaved aerated concrete, ECAC - expanded clay aggregate concrete.

Wall’s No. Layer Width Density Conduct. Spec. heat
name d ρ λ c

[m] [kg/m3] [W/(mK)] [J/(kgK)]
M-1 1 Fiber-cem. board 0.013 450 0.14 2090

2 EPS 0.13 12 0.043 1460
3 Fiber-cem. board 0.013 450 0.14 2090

Wall thermal capacitance Cwall = 26.73 kJ/(m2 K)
M-2 1 Lime-cem. plaster 0.015 1620 0.83 1000

2 AAC 0.22 500 0.22 840
3 Mineral wool 0.09 140 0.041 750

Wall thermal capacitance Cwall = 126.15 kJ/(m2 K)
M-3 1 Lime-cem. plaster 0.015 1620 0.83 1000

2 ECAC 0.15 1200 0.54 840
3 Mineral wool 0.12 140 0.041 750

Wall thermal capacitance Cwall = 188.10 kJ/(m2 K)
M-4 1 Gypsum board 0.01 1000 0.23 1000

2 Mineral wool 0.08 140 0.041 750
3 Spruce logs 0.20 550 0.16 2510

Wall thermal capacitance Cwall = 298.31 kJ/(m2 K)
M-5 1 Lime-cem. plaster 0.015 1620 0.83 1000

2 Ceram. hollow brick 0.25 900 0.33 880
3 EPS 0.10 12 0.043 1460
4 Clinker brick 0.12 1900 1.05 880

Wall thermal capacitance Cwall = 424.69 kJ/(m2 K)
M-6 1 Lime-cem. plaster 0.015 1620 0.83 1000

2 Ceramic brick 0.25 1800 0.77 880
3 EPS 0.12 12 0.043 1460
4 Clinker brick 0.12 1900 1.05 880

Wall thermal capacitance Cwall = 623.04 kJ/(m2 K)
M-7 1 Lime-cem. plaster 0.015 1620 0.83 1000

2 Concrete 0.35 2200 1.30 840
3 Mineral wool 0.12 140 0.041 750

Wall thermal capacitance Cwall = 683.70 kJ/(m2 K)
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Figure 5.1: Sol-air and dry bulb temperatures in the summer week simulation

set by the fixed inlet air velocity, which in turn, influences indoor air velocities. If
the higher velocities are present, the lower time step has to be adopted (due to the
maximum Courant number condition, Eq. (3.2.16)), and consequently the run-time
increases.

The ACH=0.01 h−1 is not replaced with the zero air exchange rate, because
the zero inlet air velocity would enforce the change of the inlet / outlet boundary
conditions, while the difference in the results would be negligible.

By combining the given driving temperature profiles and air exchange rates, the
following four tests are prescribed:

1. summer week simulation, ACH=0.01 h−1,

2. summer week simulation, ACH=0.3 h−1,

3. indoor environment stability test, ACH=0.01 h−1,

4. indoor environment stability test, ACH=0.3 h−1.

Fig. 5.2 depicts the wall groups subjected to different tests. The single-layer walls
with U = 0.3W/(m2K) are subjected to all tests. The single-layer walls with U =
0.15W/(m2K) are subjected to three tests: both stability tests and the summer week
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simulation with the close-to-zero ACH. The multilayer walls used in the engineering
practice are subjected only to the summer week simulations.

Summer
week simulation

ACH = 0.01 h-1

Summer
week simulation

ACH = 0.3 h-1

Stability test

ACH = 0.01 h-1

Stability test

ACH = 0.3 h-1

Single-layer
walls

U = 0.3 W/m2K

Single-layer
walls

U = 0.15 W/m2K

Multilayer
walls

U = 0.3 W/m2K

Figure 5.2: Scheme of the conducted tests

The results for ACH=0.3 h−1 include the ventilation effect, so they are the most
meaningful. The thermal capacitance of the building envelope stabilizes the indoor
temperature. However, the indoor temperature is also affected by the heat load due
to the ventilation air. The ventilation air affects the indoor temperature directly,
unlike the heat loads due to the transmission, which can be attenuated by the
building envelope. If the ventilation rate is high, the indoor temperature quickly
increases or decreases to the outdoor temperature, even if a building is well insulated.
Therefore the results for ACH=0.3 h−1 are of a great importance, because they show
how the thermal capacitance is effective in the indoor environment stabilization.

It should be noted that all the cases analyzed in this work share the same geome-
try. Thus, the absolute values of environmental parameters or the relations between
different factors should be analyzed with a special care. These results do not provide
fit-to-all guidelines. The same walls can perform differently under different condi-
tions. However, the present results still can provide some important information. In
order to make the investigation results easier, the case geometry is deliberately kept
simple. The obtained results give some quantitative relationships between various
factors which can be extrapolated to other similar cases.

Based on the results of the calculations the influence of the thermal capacitance
on the indoor thermal comfort can be analyzed from various points of view. The
main questions to be answered are:

1. How does the wall thermal capacitance influence the indoor thermal comfort?
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2. What is the performance of the thermal capacitance in walls with the different
insulation?

3. How does the ventilation rate affect the thermal capacitance performance?

4. How does the thermal capacitance contribute to the uniformity of indoor con-
ditions?

5. How does a nonuniform distribution of the thermal capacitance affect its per-
formance?

The results of simulations are discussed in the following two Sections: 5.3 and 5.4.

5.3 Summer week simulation results

The results of the summer week simulations are listed in the following sequence:

1. single-layer walls with U = 0.3 W/(m2K), ACH = 0.01 h−1,

2. single-layer walls with U = 0.15 W/(m2K), ACH = 0.01 h−1,

3. multilayer walls with U = 0.3 W/(m2K), ACH = 0.01 h−1,

4. single-layer walls with U = 0.3 W/(m2K), ACH = 0.3 h−1,

5. multilayer walls with U = 0.3 W/(m2K), ACH = 0.3 h−1.

The most important results are the average indoor temperatures, average air ve-
locities, t south wall temperatures and average values of thermal comfort indices:
PMV, PPD and DR. The spatial distribution of these variables is also discussed.

5.3.1 Simulation case: ACH = 0.01 h−1

5.3.1.1 Single-layer walls with U = 0.3 W/(m2K)

The wall thermal capacitance has a significant influence on the time-dependent
temperature distribution. The effect is the more pronounced, the higher U-value
of the wall is. Fig. 5.3 presents the temperatures on the internal surface of single-
layer walls with U = 0.3W/(m2K) at different thermal capacitances. As shown,
the walls with the low thermal capacitance (low thermal inertia) experience large
temperature swings. The temperature at the surface of the wall S-1/U-0.3 (with
the lowest thermal capacitance) varies dynamically between 17 ◦C and 31 ◦C during
the analyzed time period. The maximum daily temperature change on its surface
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is 8 ◦C. In turn, the wall S-10/U-0.3 is slightly affected by outdoor temperature
changes (sol-air temperature). The changes of its surface temperature are mild and
slow. During the entire week the temperature varies between 18.5 ◦C and 20.4 ◦C.
The temperature range is over 7 times narrower for the wall S-1/U-0.3.
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Figure 5.3: Summer week simulation, ACH = 0.01 h−1, single-layer walls with U =
0.3W/(m2K): average wall internal surface temperature Twall−i

 10

 15

 20

 25

 30

 35

 40

 45

 50

 55

 0  12  24  36  48  60  72  84  96  108  120  132  144  156  168

T
w

in
do

w
-i
 [

°C
]

Time t [h]

S-1/U-0.3
S-2/U-0.3
S-3/U-0.3
S-4/U-0.3

S-5/U-0.3
S-6/U-0.3
S-7/U-0.3
S-8/U-0.3

S-9/U-0.3
S-10/U-0.3

Figure 5.4: Summer week simulation (ACH=0.01 h−1, single-layer walls with U =
0.3W/(m2K)): average window’s internal surface temperature Twindow−i

By comparing Figs. 5.3 and 5.1 it can be noticed, that there is a time lag
between the extreme surface and outdoor temperatures. The higher the wall thermal
capacitance, the higher is the time lag. The maximum difference in the time lags is
observed between S-1/U-0.3 and S-10/U-0.3 and is about 4–6 h (it varies in time).

The temperature of indoor surfaces has a direct influence on the thermal com-
fort because indoor surfaces exchange the heat with a human body by the thermal
radiation. In this work, however, it is assumed that the mean radiant tempera-
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ture (MRT) is equal to the average indoor temperature. This assumption is often
adopted in building thermal simulations. It does not generate any significant errors.
Nevertheless, it should be taken into account, that when the surface temperature
strongly differs from the indoor temperature, its influence on the thermal comfort
is underestimated. Thus, in this work the wall surface temperature is presented in
all cases.

The temperature of the window internal surface is presented in Fig. 5.4. The
window surface experiences larger temperature swings than the wall surface. It is
due to significant differences in U-values and thermal capacitances. The window in-
ternal surface temperature do not differ significantly between the cases. The largest
differences are observed during nights when the temperature rapidly drops. At the
approximately 148 hour of the simulation, the surface temperature for S-1/U-0.3 is
by 4 ◦C higher than for S-10/U-0.3.

As discussed in Section 3.1.2, the way how the heat transfer through the window
was modeled can produce some errors in the airflow pattern. However, more realistic
model would be significantly more complex and computationally demanding. Such
model would be desirable in performing e.g. case-studies.
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Figure 5.5: Summer week simulation (ACH=0.01 h−1, single-layer walls with U =
0.3W/(m2K)): average indoor air temperature Tint

In the case of ACH=0.01 h−1 , the indoor temperature depends only on the
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window and wall temperatures. The temperature swings are significant and highly
depend on the wall thermal capacitance. During the week period, the indoor tem-
perature in the room with the external wall of the highest thermal capacitance
(S-10/U-0.3) varies between 17 ◦C and 22.5 ◦C. The temperature variations in time
for S-1/U-0.3 are in the range of 17.5–29 ◦C. In all cases the spatial temperature
distribution is close to uniform, similar to the one presented in Fig. 5.7 (S-1/U-0.3).
The thermal stratification can be observed, but due to the relatively low height
of the room (2.6m), the temperature differences in a vertical direction are usually
within 1 ◦C.

Figure 5.6: Air velocity v [m/s] distribution in room at time t = 138 h (case S-1/U-
0.3, ACH=0.01 h−1)

Figure 5.7: Temperature T [K] distribution in room at time t = 138 h (case S-1/U-
0.3, ACH=0.01 h−1)

By comparing Fig. 5.5 and Fig. 5.1 it can be noticed, that there is a time lag
between the extremum indoor and outdoor temperatures. The time lags seem to be
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higher for lighter walls. It is due to the several times higher temperature amplitudes
and relatively low rate of the heat transfer between the wall and indoor air (the
average convective heat transfer coefficient varies between 0.5 to 2.5W/(m2K)). In
addition, the indoor temperature is affected also by the heat gains and losses through
the window, which has a very small thermal capacitance. The final result is that the
extremum temperatures at the wall internal surface occur later than the extremum
indoor temperatures.
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Figure 5.8: Summer week simulation (ACH=0.01 h−1, single-layer walls with U =
0.3W/(m2K)): average indoor air velocity v
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Figure 5.9: Summer week simulation (ACH=0.01 h−1, single-layer walls with U =
0.3W/(m2K)): average DR in the near-wall zone

The average air velocity in the analyzed cases is very low and does not exceed
0.015m/s (Fig. 5.8). It does not vary significantly between different cases, although
the results differ noticeably in the case of S-1/U-0.3.
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In contrast to the temperature, the velocity spatial distribution is considerably
nonuniform during most of the time (Fig. 5.6). The natural convection can acceler-
ate the near-wall air to about 0.1m/s. However, it is only a local effect. The results
show that the natural convection does not introduce a sufficient force to accelerate
the indoor air to the level affecting the thermal comfort in the occupied zone. The
natural convection can increase the local discomfort due to the draft in the window
vicinity (Fig. 5.10).

The velocity results indicate that during some periods the solution is oscillating.
As long as the solution is stable and the oscillations are relatively low, it does not
affect other environmental parameters. A smoother solution could be obtained by
adopting additional iterations, so-called PIMPLE loops or outer loops (this issue is
discussed in Section 3.2.3).

Figure 5.10: DR distribution in the room at time t = 74h (case S-1/U-0.3,
ACH=0.01 h−1)

Since the air velocities are rather low, also the draft risk is not significant. Fig. 5.9
shows the resultant percentage of people dissatisfied due to the draft (DR). The
results from each cell are averaged over the near-wall zone (1m wide). As shown,
although the relative differences between the cases are considerable, the absolute
values of the average DR are small. The highest local values of DR are met in the
direct vicinity of the wall region (in the next-to-wall cells), as shown in Fig. 5.10.
The maximum local DR generated by the natural convection near the window is
about 8.5%. Nonetheless, the average DR values in the near-wall zone are lower
than 0.8%.

Fig. 5.11 shows the evolution of the thermal comfort level in the occupied zone
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Figure 5.11: Summer week simulation (ACH=0.01 h−1, single-layer walls with U =
0.3W/(m2K)): average PMV in the occupied zone
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Figure 5.12: Summer week simulation (ACH=0.01 h−1, single-layer walls with U =
0.3W/(m2K)): average PPD in the occupied zone

(space between floor and a plane 2m above it and 1m from the walls; see Section
3.5) during the one week period. Due to the low air velocities the PMV-time profile
is very similar to the temperature-time profile. PMV varies between -1 and 1.75 in
the case of the lowest wall thermal capacitance (S-1/U-0.3). The lowest variations
(-1–0.25) are for S-10/U-0.3. The analyzed walls are single-layered, so the results of
intermediate cases show a gradual influence of the increasing thermal capacitance.
The spatial distribution of PMV is close to uniform caused by uniform temperatures
and low air velocities.

The PMV-PPD function is not linear (Fig. 2.4), so it is interesting to see also the
PPD results (percentage of people dissatisfied with the current thermal conditions).
As shown in Fig. 5.12, PPD varies between the minimum possible value of 5% to
approximately 24% in most cases. However, in S-1/U-0.3 PPD reaches 60%.

Therefore, even though temperature differences are not so large, the discrepancies
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in the percentage of dissatisfied people are significant due to a nonlinear dependency
between PMV and PPD.

It can be concluded that in walls with U = 0.3W/(m2K) and ACH=0.01 h−1,
the thermal capacitance has a strong influence on the indoor thermal comfort. Es-
pecially, massive walls protect the indoor space from the temporary overheating.
However, these results do not take into account the effect of the ventilation air.
This is considered with ACH=0.3 h−1.

5.3.1.2 Single-layer walls with U = 0.15 W/(m2K)
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Figure 5.13: Summer week simulation (ACH=0.01 h−1, single-layer walls with U =
0.15W/(m2K)): average wall internal surface temperature Twall−i
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Figure 5.14: Summer week simulation (ACH=0.01 h−1, single-layer walls with U =
0.15W/(m2K)): average indoor air temperature Tint

The results for the single-layer walls with U = 0.15W/(m2K) and ACH=0.01 h−1

explain the effect of the thermal capacitance in well-insulated walls.
Figs. 5.13 and 5.14 depict the average temperature of the wall internal surface
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and the indoor space, respectively. Due to the window presence the average indoor
air temperature is more unstable than the wall surface temperature. The surface
temperature variations in the case of S-10/U-0.15 are in the range of 18–20 ◦C, while
the indoor air temperature variations are in the range of 17–22 ◦C. This effect is not
obtained for the lightest wall, where the surface temperature undergoes slightly
larger variations than the indoor air (17.5–27.5 ◦C and 17–26.5 ◦C, respectively).

As compared to single-layer walls with U = 0.3W/(m2K), similar walls with the
two times lower U-value guarantee only slightly lower temperature variations. Espe-
cially the high thermal capacitance walls provide almost similar conditions regardless
of the U-value (0.3 or 0.15 W/(m2K)).
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Figure 5.15: Summer week simulation (ACH=0.01 h−1, single-layer walls with U =
0.15W/(m2K)): average PMV in the occupied zone
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Figure 5.16: Summer week simulation (ACH=0.01 h−1, single-layer walls with U =
0.15W/(m2K)): average PPD in the occupied zone

The indoor air velocities are very similar to the ones obtained with S-1–S-10/U-
0.3. Thus, the air velocity does not affect the thermal comfort and the PMV func-
tions (Fig. 5.15) have similar profiles to the indoor temperature functions (Fig.
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5.14). The PPD variations (Fig. 5.16) are similar to the ones calculated with walls
with the higher U-value. The one significant difference is that the maximum PPD is
almost two times lower and equal to 33% (compared to 60% in the previous cases).
Such low maximum PPD value of S-1/U-0.15 compared to the case S-1/U-0.3 is due
to the nonlinearity of the PMV-PPD function. Even small temperature variations
in this range result in large PPD changes.

5.3.1.3 Multilayer walls with U = 0.3 W/(m2K)
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Figure 5.17: Summer week simulation (ACH=0.01 h−1, multilayer walls with U =
0.3W/(m2K)): average wall internal surface temperature Twall−i
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Figure 5.18: Summer week simulation (ACH=0.01 h−1, multilayer walls with U =
0.3W/(m2K)): average indoor air temperature Tint

The results for the multilayer walls show the inertial effects of the thermal ca-
pacitance affected by its nonuniform spatial distribution. As shown in Fig. 5.17, the
temperature variations of the wall internal surface are similar to the ones obtained
with the single-layer walls (U = 0.3W/(m2K)). The thermal capacitance influence
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on the resultant temperatures is significant. As shown, the wall denoted as M-1 is
the most vulnerable to temperature swings. The temperature on its internal surfaces
varies in time in the range of 17–32 ◦C. Any other wall does not encounter such low
(17 ◦C) or such high (32 ◦C) temperatures during the analyzed time period.

The influence of a nonuniform thermal capacitance distribution is clearly seen
in the M-4 results. The wall M-4 has the higher wall thermal capacitance (Cwall,
Table 5.3) than M-2 and M-3. However, in the case of M-4, the layer with the high
thermal capacitance (i.e. spruce logs) is placed at the exterior side of the thermal
insulation. The observed temperatures are between the temperatures of the M-1
and M-2 cases. In other words, the effect of the high thermal capacitance can be
lost by an improper layer sequence. The location of the thermal insulation at the
exterior wall side is the most advantageous for the thermal performance.
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Figure 5.19: Summer week simulation (ACH=0.01 h−1, multilayer walls with U =
0.3W/(m2K)): average PMV in the occupied zone
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Figure 5.20: Summer week simulation (ACH=0.01 h−1, multilayer walls with U =
0.3W/(m2K)): average PPD in the occupied zone

As shown in Fig. 5.18, the indoor temperature is more unstable than the wall
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surface temperature. It is a result of the heat transfer through the window. This is
the same effect as for single-layer walls. Due to an unfavorable layer sequence, the
wall M-4 stabilizes the indoor temperature worse than M-2 and M-3.

As in the other ACH=0.01 h−1 cases, there is no significant draft risk in multi-
layer wall cases. The average DR in the near-wall zone is lower than 1%.

The PMV and PPD results are presented in Figs. 5.19 and 5.20. In the analyzed
building there are no additional heat sources or heat sinks, thus the thermal comfort
is not maintained by any of the wall.

By comparing the total time of comfortable indoor conditions (-0.5<PMV<0.5),
it turns out that the best performers are M-3, M-5 and M-6. However, these results
are highly dependent on the outdoor conditions. To fully evaluate the thermal com-
fort in free-running buildings a much longer time period should be analyzed. On
the other hand, such short time period (1 week) still provides interesting results.
The results show that very light walls (M-1) introduce the high risk of temporary
overheating. The maximum PPD for M-1 is over 70%, while for the remaining cases
it is about 29%.

The M-1 wall represents the group of wall structures called SIPs (structural insu-
lated panels) or CSIPs (composite structural insulated panels). The technology has
gained a considerable attention recently due to favorable thermal and mechanical
properties of SIP /CSIP panels [96]. SIP /CSIP panels usually have an extremely
low thermal capacitance. The results show that buildings based on this technology
characterize with the increased risk of overheating.
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5.3.2 Simulation case: ACH = 0.3 h−1

5.3.2.1 Single-layer walls with U = 0.3 W/(m2K)
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Figure 5.21: Summer week simulation (ACH=0.3 h−1, single-layer walls with U =
0.3W/(m2K)): average wall internal surface temperature Twall−i

The results for ACH=0.3 h−1 include the effect of ventilation on the indoor tem-
perature. Fig. 5.21 depicts that the thermal capacitance has a great influence on
the wall surface temperature. Surface temperature variations are greater in the case
of lighter walls. The surface temperature for S-1/U-0.3 experiences weekly varia-
tions in the range of 10–28 ◦C, while for S-10/U-0.3 it varies approximately between
14.2 ◦C and 22 ◦C. The temperature variations dependency on the wall thermal ca-
pacitance is nonlinear. The daily amplitudes obtained by S-1/U-0.3 and S-5/U-0.3
are about 33% and 300% larger than those obtained by S-10/U-0.3, respectively.

Surface temperature variations are higher than for ACH=0.01 h−1 (no ventila-
tion). It is due to considerably higher variations of the indoor temperature (Fig.
5.22), caused by the inflow of the ventilation air.

When the ventilation rate is 0.3 h−1, the wall type has considerably smaller
influence on the indoor temperature, than the air exchange rate. In Fig. 5.22, the
average indoor air temperature follows the inlet air temperature which is equal to
the outdoor dry-bulb temperature TDB. The dominant influence of the ventilation
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Figure 5.22: Summer week simulation (ACH=0.3 h−1, single-layer walls with
U = 0.3W/(m2K)): average indoor air temperature Tint vs. ambient dry-bulb tem-
perature TDB

heat load (over the transmission heat load) is because the analyzed building is
well-insulated. For ACH=0.3 h−1, the maximum difference in peak temperatures is
only 2 ◦C (S-1/U-0.3 vs. S-10/U-0.3). During most of the time the average indoor
temperature is similar in all cases.

As shown in Fig. 5.23, the thermal capacitance of the external wall has a negli-
gible effect on the average air velocity. In all cases the average air velocity oscillates
in the range of 0.02–0.045m/s. The obtained velocities are 4–6 times higher as com-
pared to ACH=0.01 h−1. The obtained velocity field is, however, highly nonuniform
(Fig. 5.25). Maximum local velocities in the room (not including the ventilation
duct) are in the range of 0.3–0.5m/s. The obtained values are typical for indoor
airflow.

According to ISO 7730 [74], the PMV model accurately predicts thermal comfort
sensation for air velocities up to 1m/s, but according to Humphreys and Nicol [70]
the best accuracy is achieved for air velocities below 0.2m/s. Under the assumed
conditions, the velocity never exceeds 1m/s (excluding the ventilation duct). In
addition, in all cases, the calculated air velocity exceeds 0.2m/s only in the window
and inlet vent vicinity. Thus, the obtained air velocities are in the range of the PMV
model applicability.
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Figure 5.23: Summer week simulation (ACH=0.3 h−1, single-layer walls with U =
0.3W/(m2K)): average indoor air velocity v
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Figure 5.24: Summer week simulation (ACH=0.3 h−1, single-layer walls with U =
0.3W/(m2K)): average DR in the occupied zone

High air velocities cause the risk of the thermal discomfort due to draft (DR).
The highest values of DR are observed just below the ceiling and in the occupied
zone. It is because the inlet air does not drop immediately after entering the room.
The inlet air has enough momentum to reach the room center, where it fully mixes
with the indoor air. The maximum spatially-averaged DR in the occupied zone is
about 2.5% (Fig. 5.24), but the local maximum values reach up to 90% near the
outlet duct, and 50% near the inlet vent (Fig. 5.26).

The thermal capacitance of the external wall has no influence on DR. By com-
paring Figs. 5.26 and 5.25 it can be noticed that the air velocity has a dominant
influence on DR. The indoor air velocity is mainly affected by the ventilation air
exchange rate and not by the natural convection (which is partially influenced by
the walls’ thermal capacitance).

The predicted mean vote (PMV) variations during the one week period are shown
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Figure 5.25: Air velocity magnitude v [m/s] distribution in room at time t = 72h
(case S-1/U-0.3, ACH=0.3 h−1)

Figure 5.26: DR [%] distribution in room at time t = 72h (case S-1/U-0.3,
ACH=0.3 h−1)
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Figure 5.27: Summer week simulation (ACH=0.3 h−1, single-layer walls with
U =0.3W/(m2K): average PMV in the occupied zone
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Figure 5.28: Summer week simulation (ACH=0.3 h−1, single-layer walls with
U =0.3W/(m2K)): average PPD in the occupied zone

in Fig. 5.27. Differences in the thermal comfort level are noticeable. The smaller
thermal wall capacitance, the higher are variations in PMV. The results differ the
most in the peak values. The maximum difference is observed during the fifth day
and equals approximately 0.4 (S-1/U-0.3 vs. S-10/U-0.3).

The PPD results (Fig. 5.28) also show that the conditions provided by different
walls are similar during most of the week, but there are significant discrepancies
during peak temperatures. The highest difference in the percentage of dissatisfied
people is observed during the fifth day and equals about 20%. The differences during
the rest of the time vary in the range of about 0–10%.
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5.3.2.2 Multilayer walls with U = 0.3 W/(m2K)
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Figure 5.29: Summer week simulation (ACH=0.3 h−1, multilayer walls with U =
0.3W/(m2K)): average wall internal surface temperature Twall−i
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Figure 5.30: Summer week simulation (ACH=0.3 h−1, multilayer walls with U =
0.3W/(m2K)): average indoor air temperature Tint

As in single-layer walls, temperature variations of the wall internal surface are
higher than in the case of ACH=0.01 h−1 (Fig. 5.29). The effect is caused by higher
indoor temperature variations which, in turn, are dominated by the air exchange
rate. Surface temperature variations obtained by M-1 are in the range of 9–30 ◦C.
Such high surface temperature amplitudes affect the indoor thermal comfort through
the radiative heat transfer, but the current model cannot take this phenomena into
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account directly. The radiative heat exchange between a body and the wall intensi-
fies the negative (too cold or too hot) thermal sensation. The next wall significantly
affected by the temperature swings is M-4. Although it has a greater thermal ca-
pacitance than M-2 and M-3, the unfavorable layer sequence decreases the wall’s
stabilizing capabilities. From the thermal stability point of view, it is not desir-
able to locate the high thermal capacitance layer on the external side, while the
thermal insulation on the internal side of a wall. The surface temperature of the
most massive wall, M-7, varies in the relatively narrow range of 16–20.5 ◦C. Such
low variations are not considered to affect the indoor thermal comfort noticeably.
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Figure 5.31: Summer week simulation (ACH=0.3 h−1, multilayer walls with U =
0.3W/(m2K)): average indoor air temperature Tint vs. dry-bulb temperature TDB
(results for 60–120 h)

Due to the periods when the surface temperature of some walls (especially M-
1 and M-4) drops below 12–14 ◦C there is a high risk of a water vapor surface
condensation. The risk also depends on the indoor conditions, particularly the air
humidity. The simulations were performed with the assumption that there are no
heat sources in the building. The building is not equipped with a heating system,
because the analyzed period is in the summer season. There are also no internal
heat gains due to the solar radiation or human activity. Nevertheless, the results
indicate that the walls with low thermal capacitance are more exposed to the risk of
the surface vapor condensation. These simulations were not aimed at the analysis
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of this problem, but this is an interesting issue to be investigated in the future.
As in the case of single-layer walls, the considered multilayer walls are not able

to keep indoor temperature stable when the air exchange rate is 0.3 h−1. Massive
walls, like M-7, keep the indoor temperature more stabilized than light walls, but
the effect is insignificant and visible mostly during the periods of highest and lowest
temperatures. The maximum difference in peak temperatures is around 2 ◦C. The
indoor temperature is mainly affected by the inlet air, what can be seen in Fig. 5.31,
presenting a zoomed function of the average indoor temperature in time during the
period of 60–120 h.
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Figure 5.32: Summer week simulation (ACH=0.3 h−1, multilayer walls with U =
0.3W/(m2K)): average PMV in the occupied zone
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Figure 5.33: Summer week simulation (ACH=0.3 h−1, multilayer walls with U =
0.3W/(m2K)): average PPD in the occupied zone

The considered walls are not able to keep the indoor environment comfortable
during the entire week. As shown in Fig. 5.32, PMV varies similarly to indoor
temperature variations. Other cases alike, the high thermal capacitance of walls is
capable to reduce indoor thermal comfort variations to some extent, at least until the
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thermal capacitance is not exposed directly to the outdoor temperature, as in M-4.
The PPD results (5.33) confirm that the massive walls are advantageous, especially
from the point of view of the summer overheating problem. During the periods
of the highest temperatures (as during the 5th and the 6th day) the percentage of
dissatisfied people can be considerably reduced. The positive effect of the thermal
capacitance is slightly lower during the cold nights.

5.4 Indoor environment stability test results

The purpose of the indoor environment stability test is to assess the wall capabil-
ities to keep indoor environment stable. Outdoor temperature peaks can result in
uncomfortable indoor conditions, what is shown in the results of the summer week
simulation (Section 5.3). However, the results also show that the heat loads coming
from the ventilation have a profound effect on the indoor temperature. When the
air exchange rate is 0.3 h−1, the external wall alone is not able to prevent indoor
overheating, although indoor peak temperatures are limited by a few degrees thanks
to massive external walls.

The presented test enables to quantify the effect of the wall thermal capacitance
on the indoor environment in various conditions. The test procedure is presented in
Section 5.2. The walls taken into account in the test are presented in Section 5.1.

The results of the summer one week simulations showed that the indoor air
velocity is affected almost exclusively by the ventilation rate. Thus, the air velocity
and thermal comfort indices (which are calculated using air velocity results) are not
considered in this test.

The effect of the outdoor temperature drop on the indoor temperature is inves-
tigated. The results confirmed that the thermal capacitance of the external walls
has a significant effect on the indoor air temperature if the ventilation is not taken
into account.

In all cases (Figs. 5.34 and 5.35), indoor temperature changes during the first
six hours are similar. However, significant differences are found in the subsequent
period. Indoor temperatures in rooms with the low thermal capacitance wall have
considerably higher drop rates. In the case of high thermal capacitance walls (from
S-5 to S-10), after the initial 36–60 hours, the indoor temperature drop rate stabilizes
at a low level. From this point, the indoor temperature variations are close to linear
in these rooms.

The analysis of both cases, U = 0.3W/(m2K) and U = 0.15W/(m2K), enables
to compare the influence of thermal capacitance and U-value on the indoor tem-
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Figure 5.34: Average indoor temperature Tint during indoor environment stability
test for ACH=0.01 h−1 and single-layer walls with U = 0.3W/(m2K)
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Figure 5.35: Average indoor temperature Tint during indoor environment stability
test for ACH=0.01 h−1 and single-layer walls with U = 0.15W/(m2K)
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perature. The differences in temperatures between walls with the same thermal
capacitance but different U-values are generally not higher than 2 ◦C at any instant
of time. From the point of view of the indoor environment stability, the wall ther-
mal capacitance is a more important factor than the U-value, at least in the U-value
range of 0.15–0.30W/(m2K).
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Figure 5.36: Average indoor temperature Tint during indoor environment stability
test for ACH=0.3 h−1 and single-layer walls with U = 0.3W/(m2K)
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Figure 5.37: Average indoor temperature Tint during indoor environment stability
test for ACH=0.3 h−1 and single-layer walls with U = 0.15W/(m2K)

As shown in Figs. 5.36 and 5.37 the ventilation attenuates the effect of thermal
capacitance. Due to the air exchange rate of 0.3 h−1, it takes only 1.6–3 h for the
indoor temperature to drop below 5 ◦C. During the first hour of simulations indoor
temperature profiles are very similar in all cases with ACH=0.3 h−1. Performance
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differences between different walls are found especially for time t > 1 h. Again,
the results indicate that the U-value has a limited influence on the transient indoor
temperature.

In order to quantify stabilizing capabilities of each wall, time (tdrop) it takes to
cool down the indoor space to the temperature levels (Tdrop) of 15 ◦C, 10 ◦C and
5 ◦C are measured. The level of Tdrop = 15 ◦C is reached first, while the level of
Tdrop = 5 ◦C is reached as the last one. These three temperature levels are taken
into account due to the nonlinear character of the indoor temperature function. The
temperature comparison at three different temperature levels gives a more detailed
view. The thermal inertia effects are more visible when large time periods and
temperature drops are considered.
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Figure 5.38: Time t [h] after which indoor temperature drops from initial 20 ◦C to
Tdrop (ACH=0.01 h−1, U = 0.3W/(m2 K))
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The tdrop results for walls with U = 0.3W/(m2 K) are presented in Figs. 5.38
and 5.39 (for ACH=0.01 h−1 and ACH=0.3 h−1, respectively). As shown, there is
a positive close-to-linear correlation between the time tdrop and wall thermal capac-
itance Cwall. The higher wall thermal capacitance, the longer it takes to cool down
the indoor space. When a small temperature drop is considered (e.g. Tdrop = 15 ◦C)
the time tdrop is almost similar for all the thermal capacitances and regardless of the
air exchange rate.

The influence of the wall thermal capacitance is more visible if the temperature
Tdrop=5 ◦C is considered, i.e. when a longer time period is analyzed. In this case, the
time tdrop ranges between 1.7 h and 2.5 h, if ACH=0.3 h−1(Fig. 5.39). In contrast, if
ACH=0.01 h−1, the indoor air cools down to 5 ◦C in 24–139 h, depending on the wall
thermal capacitance Cwall. It means that the presence of the ventilation decreases
the time needed for the indoor temperature to drop below 5 ◦C by a factor of about
14 (low thermal capacitance walls) up to 56 (high thermal capacitance walls). Thus,
the thermal capacitance effect is significantly limited by the ventilation heat load.

The wall thermal capacitance is an important factor contributing to the indoor
temperature stabilization (or more precisely: temperature inertia). However, still
the ventilation intensity has a dominating influence on the indoor temperature.



Chapter 6

Conclusions and future work

The following conclusions can be derived from numerical results presented in this
work:

• The biggest differences in the performance of walls with different thermal ca-
pacitances were observed for peak temperatures, especially maximum temper-
atures. The massive walls are more advantageous. Even though they cannot
fully protect the indoor space from overheating, they still limit the indoor
peak temperatures by few degrees. The very low thermal capacitance walls
are disadvantageous from this point of view.

• The stabilizing effects of the thermal capacitance are significantly limited by
the ventilation. Even under the conditions of a relatively low ventilation in-
tensity (air exchange rate 0.3 h−1), walls with considerably different thermal
capacitances provide very similar indoor temperature variations. In the con-
sidered cases with ACH=0.3 h−1, the maximum difference in the indoor tem-
perature provided by the different walls was only 2 ◦C. However, with ACH
limited to 0.01 h−1, the differences in the indoor peak temperatures were as
high as 7.5 ◦C.

• Although the differences in indoor temperatures caused by walls with different
thermal capacitances were not significant during most of time (if the ventila-
tion is taken into account), there are still pronounced discrepancies in surface
temperatures. Depending on the day of the analyzed summer week, the high
thermal capacitance walls have 1–7 ◦C lower peak temperatures of the wall in-
ternal surface than the low thermal capacitance walls. At the same time, when
ACH=0.3 h−1, the differences in peak temperatures of the indoor air in rooms
with different walls were kept in a narrow range of 0–2 ◦C. The surface temper-
ature of high thermal capacitance walls can be several degrees lower / higher
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than the indoor air temperature. Since the temperature of the wall internal
surface affects the radiative heat exchange with a human body, it influences
the thermal sensation. In this regard, high thermal capacitance walls are even
more favorable than the calculated PMV results suggest. This effect is hard
to quantify, since in the developed model the mean radiant temperature is
assumed to be equal to the spatially averaged indoor temperature. One of the
next tasks of the author is to extend the capabilities of the current model in
order to evaluate the efficiency of the thermal capacitance by taking into ac-
count a realistic radiative heat exchange between a body and building internal
surfaces.

• The overheating risk is not linearly dependent on the thermal capacitance.
The thermal capacitance level characteristic for (composite) structural insu-
lated panels (SIPs or CSIPs), Cwall < 50 kJ/(m2 K), introduces a significant
overheating risk, as compared to other wall structures. The risk is signif-
icantly limited when the thermal capacitance is increased even by a small
amount (Cwall > 150 kJ/m2 K). It can be achieved by adding a single, several
centimeters wide layer of a high heat capacity material, e.g. light concrete.
On the other hand, there are small performance differences between walls with
moderate and high thermal capacitances. If the external wall already has at
least one layer composed of a high heat capacity material, any further increase
of the thermal capacitance brings little effect.

• The stabilizing effects of the high wall thermal capacitance can be lost due
to an improper layer sequence. A typical example of an unfavorable layer
sequence is a high thermal capacitance layer located at the exterior side of a
thermal insulation. The results show that the performance of the wall (M-4)
with Cwall ≈ 300 kJ/(m2 K) but with the thermal insulation located at the
interior side was worse than the wall (M-2) with Cwall ≈ 125 kJ/(m2 K) but
with a proper layer sequence.

• The results do not indicate strong differences in the performance between walls
with U-value of 0.15 and 0.30W/(m2K), at least from the thermal comfort
point of view. If two walls have the same thermal capacitance, the wall with
U = 0.15W/(m2K) undergoes only slightly lower indoor temperature varia-
tions than the wall with U = 0.3W/(m2K). When the ventilation is taken into
account, this effect is almost unnoticeable. The influence of the U-value on
the indoor temperature is higher for low thermal capacitance walls, and lower
for high thermal capacitance walls. The thermal capacitance has a stronger
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effect on the transient indoor temperature in the considered range of U-values.

• The thermal capacitance of external walls has no influence on the draft oc-
currence. The drafts were influenced mainly by the inlet air, and not by the
natural convection near the wall surface. The DR results (amount of people
dissatisfied due to the draft) show that the indoor air velocity can be ac-
celerated by the natural convection up to the uncomfortable magnitude only
in the window vicinity, which has the several times higher U-value than the
external wall (U = 1.5W/m2K). The maximum local DR generated by the
natural convection near the window is about 8.5% (measured in the case of
ACH=0.01 h−1).

• The thermal stratification effect is not significant in such low volumes and
under the considered range of conditions. The difference between the temper-
atures near the floor and ceiling is usually within 1 ◦C. However, the results
are obtained using the Finite Volume Method with a coarse computational
grid, that contributes to the solution spatial averaging. The real temperature
difference in the vertical direction is expected to be slightly higher.

• The conclusions are valid for buildings with a similar geometry and running
under similar conditions, like those modeled within this work. The extrapola-
tion of these conclusions to other cases is possible, but should be conducted
with a special care. The presented conclusions particularly do not refer to
high indoor spaces like atriums, where a thermal stratification is an important
issue.

• The analyzed period of time is still too short to fully evaluate the performance
of different walls from the thermal comfort point of view.

• The developed model is capable of providing the detailed information on indoor
environments. The structure of the numerical model is suitable for thermal
simulations of real buildings. There are, however, two major limitations that
hinder its use: (1) the grid generation for complex domains is extremely dif-
ficult, and (2) the computing demand of the model is significant for CFD.
Nevertheless, the author intends to continue his work in the field of building
thermal simulations. The model will be extended by additional features. One
of the goals is to take into account the effect of the solar radiation by dis-
tributing solar heat gains over building internal surfaces. Also, the long-wave
radiation between internal surfaces will be implemented. The author hopes
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that the ongoing efforts (of many researchers) to couple building energy sim-
ulations with CFD will eventually result in a consistent and reliable building
thermal modeling tool, that will be also available for engineers.
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Streszczenie

Praca doktorska przedstawia wyniki analizy numerycznej wpływu akumulacyjności
cieplnej ścian na komfort cieplny w budynku. Odpowiedni dobór parametrów ciepl-
nych przegród budynku, w tym akumulacyjności cieplnej, może znacząco obniżyć
zapotrzebowanie budynku na energię do ogrzewania i chłodzenia oraz poprawić wa-
runki komfortu cieplnego w pomieszczeniach. Jednak wpływ akumulacyjności ciepl-
nej przegród na warunki wewnętrzne jest złożony i nie zawsze korzystny. Spośród
znacznej liczby czynników mających wpływ na wydajność przegród o dużej akumu-
lacyjności można wymienić m.in. warunki klimatyczne, kształt bryły budynku, typ
systemu wentylacji, czy sposób użytkowania budynku. Celem niniejszej pracy jest
analiza wpływu akumulacyjności cieplnej ścian zewnętrznych budynku na parametry
komfortu cieplnego w pomieszczeniach budynków w warunkach klimatu Polski.

Analiza przeprowadzona jest w oparciu o serię symulacji wykonanych na modelu
numerycznym reprezentatywnej części budynku. Opracowany model numeryczny
zawiera dwa modele składowe: model powietrza wewnętrznego i model przegród
zewnętrznych. Modele składowe uruchamiane są w ko-symulacji, wymieniając mię-
dzy sobą dane opisujące przebieg zjawisk fizycznych na wspólnym brzegu obszarów
(powierzchni wewnętrznej przegród zewnętrznych). Model uwzględnia niejednorod-
ność środowiska wewnętrznego w budynku oraz dostarcza lokalne wskaźniki kom-
fortu obliczone na podstawie pola rozkładu temperatury oraz pola prędkości powie-
trza. Znacząca część kodu w języku programowania C++ została opracowana przez
autora.

Symulacje numeryczne przeprowadzono dla kilkunastu typów przegród zewnętrz-
nych, dwóch poziomów wymian powietrza wentylacyjnego oraz dwóch profili tem-
peraturowych powietrza zewnętrznego.

Wyniki pokazały, że komfort cieplny w budynkach może zostać poprawiony
w sposób pasywny za pomocą odpowiedniego doboru akumulacyjności cieplnej prze-
gród zewnętrznych. Równocześnie jednak wykazano, że intensywność wymian po-
wietrza wentylacyjnego ma dominujący wpływ na warunki klimatu wewnętrznego,
co znacznie obniża pozytywny wpływ przegród o dużej akumulacyjności cieplnej
na stabilizację parametrów komfortu cieplnego w pomieszczeniach.
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