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12 Introduction 

1 INTRODUCTION 

Rapid development of global communication systems in the past decades has had a significant 

influence on nearly all aspects of human live. The means of information exchange have evolved 

from the stationary model to the wireless one where mobility of the end user is the key feature. 

Nowadays, the development of communication systems is focused on increasing the capacity of 

structural networks and advancements in data management mechanisms, but also on providing 

the means for fast and reliable wireless connectivity.  

Currently, the wireless user connection is realized through RF/microwave communication sys-

tems. Their inherent components, which allow obtaining direct access to wireless medium 

through RF frontend, are antennas. The antenna plays a role of an interface between two differ-

ent mediums. In other words, it transforms the signal in the form of an electromagnetic energy 

guided by the transmission lines to a radiated field, which can be used as information carrier, in 

a free space. In other words, the antenna may be considered as a matching transformer convert-

ing the impedance of the transmission line—usually 50 ohm in the microwave technology—to 

the 377 ohm impedance of the free space.  

Contemporary antennas are often characterized by sophisticated electrical and field properties 

such as wideband or multiband operation, or unconventional radiation patterns, to name just a 

few. In many cases, rigorous design specifications can be fulfilled only by geometrically com-

plex structures. Unfortunately, their evaluation usually requires utilization of general purpose 

electromagnetic (EM) solvers. Although EM simulations can provide accurate responses even 

for complex antenna geometries, their fundamental drawback is high computational cost. De-

pending on the complexity of the problem, a single evaluation may take from dozens of minutes 

to many hours. The problem is further complicated by the fact that real-world antenna designs 

are supposed to fulfill multiple requirements so as to allow them to operate within strictly speci-

fied electrical and field conditions. The necessity for simultaneous accounting for various re-

quirements makes their design an extremely challenging task that requires careful selection of 

appropriate tools, optimization techniques, as well as the engineering experience. At the same 

time, the process is subjected to various constraints (e.g., maximum footprint or volume of the 

antenna) as well as the computational budget (determined by available resources and the 

timeframe of the design cycle). 

Despite its significance, the problem of fast antenna design with respect to multiple require-

ments remains unsolved. The process cannot be performed by manual adjustment of geometrical 

parameters and thus suitable optimization techniques are the only reliable design tools. These, 

however, require numerous evaluations of electromagnetic models which makes numerical op-

timization inefficient from computational standpoint. This dissertation is an attempt to develop a 

comprehensive solution that enables expedited design of contemporary antenna structures with 
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respect to multiple performance requirements. The stated problem is addressed using fast and 

accurate antenna models, advanced optimization algorithms, as well as methods for correcting 

the obtained design solutions. 

1.1 The State of the Art 

Since the late 80s of the XIX century when the experiments by Hertz [1, 2] verified the electro-

magnetic theory formulated by Maxwell [3], design and implementation of wireless communi-

cation systems, including antennas as their key components, have been of great interest for aca-

demic community [4-7], industry [8-11] and army [12-15]. An extensive research programs on 

wideband pulse radio systems for the development of novel radar, imaging and communication 

techniques have been initiated in 1960s in both US and former Soviet Union [16-19]. Some of 

these systems became available for commercial and military applications in 1970s [19-22]. At 

the same time, the interest in wideband system design was rather limited across the academic 

institutions. The situation changed as a consequence of a Federal Commission for Communica-

tions (FCC) regulations. In 2002, FCC released a specification for the unlicensed use of ultra-

wideband (UWB) frequency for short-range indoor communication with high-data rates [23]. 

Perhaps, the term ultra-wideband was first used in 1989 in the context of wideband antennas 

[19, 24]; it is commonly accepted today. The regulation defines a 7.5 GHz bandwidth for the 

systems designated to operate from 3.1 GHz to 10.6 GHz [23]. The decision of FCC pushed 

other countries and international communities to release UWB frequencies for non-licensed use; 

however, specifications vary considerably between the regions of the world [25]. For instance, a 

regulation of the European Commission from 2007 released the frequencies from 6 GHz to 8.5 

GHz for the unlicensed use [26]. The UWB bandwidth can be extended to the bands from 3.1 

GHz to 4.8 GHz and from 8.5 GHz to 9 GHz when Detect and Avoid (DAA) mitigation tech-

niques are utilized [27]. In 2014, the European regulation from 2007 has been modified to pro-

vide harmonized conditions for utilization of UWB spectrum [28]. 

Following the FCC definition, a wireless system has to exceed either 20% of the carrier fre-

quency or exhibit at least 500 MHz bandwidth to be considered as UWB [23, 29]. This is in 

contrast to narrowband systems that usually offer no more than 10% bandwidth. At first, even 

old-fashioned low-frequency antennas seem to match UWB definition formulated by FCC, 

since their overall operational bandwidth often exceeds 100% (e.g., from 535 kHz to 1705 kHz 

[30]). However, the aforementioned structures are tuned to the desired frequency channel that is 

usually narrower than 2% of the effective bandwidth. Thus, they are rather multi-narrowband 

systems suited to operate within a limited spectrum at a time [30]. This example illustrates the 

key difference between the UWB (as capable to independently operate within entire band) and 

the narrowband antennas. Other features of UWB structures include immunity to multipath in-

terferences [31, 32], relatively simple RF frontend [33, 34], or low power consumption [19, 33]. 

The properties of UWB antennas make them attractive for variety of applications that include, 

but are not limited to, radar [35, 36] and military communication systems [37, 38], wireless 

sensor networks for health monitoring [38, 39], energy harvesting [40, 41], indoor surveillance 

[42, 43], personal area networks [44, 45], high data-rate communication [46, 47], and many 

others. Undoubtedly, medical imaging is one of the most interesting application areas of the 

UWB structures [39, 48, 49]. The imaging techniques can be used for detection of breast cancer 

by transmitting short microwave pulses and analyzing the scattering variations between the 

healthy and malignant tissues [49]. On the hardware level, functionality of an UWB system 

strictly depends on the antenna operational and/or geometrical properties. The former compris-

es, among others, acceptable in-band reflection response [50, 51], phase stability [52, 53], spe-

cific radiation pattern [44, 54], high radiation efficiency [55, 56], gain [57, 58], and polarization 

[59, 60], whereas the latter refer to antenna footprint [61, 62] (or volume [63]), lateral size [64], 

specific shape [46], curvature [65, 66] or even structure flexibility [67, 68]. Moreover, budget-

related requirements such as cheap fabrication, low cost of construction materials, or simple 

integration with other electronic components of the microwave system [38] should also be ac-

counted for.  
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To date, a number of UWB antenna configurations have been proposed. More conventional 

geometries include both three-dimensional and planar realizations of spiral [69, 70], bi-conical 

[71, 72], conical [73, 74], log-periodic [75, 76], and horn [77, 78] antennas that satisfy the prin-

ciple for frequency independent antennas formulated by Rumsey [38, 79]. Although mentioned 

structures ensure UWB operation, relatively large dimensions—especially of volumetric realiza-

tions—limit their applications to rather stationary systems. This problem is mitigated in modern 

antennas such as Vivaldi [80, 81], monopole [82, 83], dipole [50, 84], bow-tie [67, 85], or even 

some Yagi-based [86, 87] designs which provide UWB operation together with relatively com-

pact and mostly planar topology.  

The antenna has to be large enough to couple to a free space wave and thus its miniaturization is 

subject to fundamental limitation [88]. More precisely, reduction of the size below the threshold 

for which its electrical length corresponds to the free space wave results in unacceptable electri-

cal characteristics [89]. Also, miniaturization comes at the expense of the increased complexity 

with large number of geometrical parameters (often more than ten) [31, 50, 82, 85]. The number 

of variables may be larger (even more than 20 [86, 90]) for structures with sophisticated features 

such as the ones that feature band-notch behavior [45, 57, 91], multiple-input-multiple-output 

properties [31, 32, 55] or compact size [61, 62, 82] to name just a few. Furthermore, the antenna 

design process often requires a realistic setup that comprises not only the radiator together with 

its feeding network, but also housing [92, 93], connectors [82, 94], and/or the nearest environ-

ment of the structure [95, 96]. Reliable evaluation of such antennas can only be achieved by 

means of full-wave electromagnetic (EM) analysis. 

The aforementioned considerations indicate that design of contemporary UWB antennas is hin-

dered by two fundamental difficulties: (i) unconventional and complex geometries with multiple 

adjustable parameters, and (ii) the necessity to fulfill multiple—and often conflicting—design 

requirements. The first implicates complicated relationships between the design variables and 

the antenna performance. Therefore, hands-on design or tuning strategies based on repetitive 

parameter sweeps driven by engineering experience are of limited use for modern structures [51, 

72, 90, 97, 98]. At the same time, suitably developed optimization techniques seem to be the 

only useful tools for their reliable design [34, 50, 60, 82, 99, 100]. The second refers to the mul-

ti-objective nature of antenna design problem, which is more challenging than single-objective 

one [59, 60, 80, 101-103]. 

In multi-objective problems, determination of optimal design solutions is not straightforward. A 

popular approach is to seek for a set of solutions representing the best possible trade-offs be-

tween the considered objectives. Following the theory of Pareto [104], the optimal solutions are 

those for which improvement of the design with respect to any given objective is not possible 

without degradation of the others [105, 106]. These solutions form a so-called Pareto-optimal 

set, a representation of which is the outcome of the multi-objective optimization [102, 103, 

106]. At first, finding multiple optimal solutions to the stated problem seems to be redundant. 

From practical point of view, only one design is required regardless of multi- or single-objective 

nature of the problem [105]. On the other hand, comprehensive information about the trade-offs 

between various requirements may be indispensable for making application-dependent deci-

sions. In other words, having knowledge about the Pareto set, an experienced engineer can in-

troduce some higher-level information to the problem in order to select the most appropriate 

antenna design for a given application [105, 106]. 

Popular approaches for solving multi-objective optimization problems are based on scalariza-

tion of design requirements (using, e.g., a weighted sum method [100] with the aggregated ob-

jective optimized using conventional methods [102], [103]) or utilization of metaheuristic algo-

rithms [82, 105]. Metaheuristic algorithms are optimization techniques that gained considerable 

attention over the past decades due to their usefulness for solving complex design tasks where 

no explicit knowledge about the problem is available [107]. One of their advantages is relatively 

straightforward implementation of mechanisms for handling multiple objectives. 

Metaheuristics are simple and universal strategies that mimic certain biological [108-110] or 

social [111-113] phenomena. Among them, population-based methods are especially useful for 

solving multi-objective problems due to their ability to process and outcome the entire set of 
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solutions in a single run [80, 103, 105, 106, 114], in particular, representations of the Pareto 

fronts upon implementing appropriate selection and recombination procedures [105, 114-116]. 

The most popular schemes, widely applied in many engineering areas [117-119], are evolution-

ary algorithms [103, 120-122] and particle swarm optimizers (PSOs) [80, 123-125]. Both are 

often utilized for optimization of antenna structures [57, 92, 124, 125], even in multi-objective 

sense [102, 103, 123, 126]. Although population-based metaheuristics are useful for multi-

objective optimization, they also suffer from a fundamental drawback, which is a very high 

computational cost [60, 80, 106]. As mentioned before, a single simulation of contemporary 

antenna structure is a matter of minutes or even hours [50, 80, 82, 127]. Therefore, direct opti-

mization by means of population-based metaheuristic algorithms can be performed if either (i) 

computational cost of the process is not of primary concern or (ii) optimization is conducted at 

the level of a simplified (and, presumably fast) antenna representation. 

The number model evaluations necessary to complete the multi-objective optimization driven 

by population-based metaheuristic algorithm usually varies from a few thousands [128, 129] to 

tens of thousands [60, 103]. Consequently, multi-objective optimization of real-world antenna 

design may be computationally prohibitive unless massive computational resources (e.g., super-

computers or distributed-computing platforms) with multiple electromagnetic software licenses 

are available. Unfortunately, the literature usually lacks detailed information on the numerical 

cost of the optimization process. However, in [103], optimization of the Yagi-Uda antenna with 

respect to three objectives required 300,000 model evaluations to yield the Pareto-optimal set. 

In [60], the trade-off solutions for an antenna model (typical simulation time of only 30s) with 

respect to the three design requirements have been obtained at a cost of 20,000 simulations, with 

a total optimization time of over 166 hours (almost 7 days). In [80], multi-objective antenna 

optimization required only 800 simulations, yet fairly high evaluation time of 15 min resulted in 

the total design cost of 200 hours (over 8 days). While the aforementioned examples are related 

to rather simple antenna models, they imply that optimization cost of more complex structures 

would be incomparably higher [106, 120]. Consequently, direct optimization of full-wave elec-

tromagnetic models of contemporary antennas in a multi-objective setup is virtually impractical. 

Although the number of model evaluations required by population-based methods to converge 

cannot be substantially decreased without a risk of obtaining non-optimal solutions, the design 

cost can be reduced by substituting electromagnetic models with their simplified empirical rep-

resentations [89]. Empirical models are fast and can be efficient in handling multiple independ-

ent variables. For example, in [59], an array of dual-feed patch antennas has been successfully 

optimized with respect to two design objectives, whereas in [130] multi-objective optimization 

of a planar 2 × 2 antenna array with a total of 22 parameters has been successfully performed. 

Despite promising results, utilization of the empirical models is limited to rather old-fashioned 

antenna structures that cannot operate in ultra-wideband range. Furthermore, the results ob-

tained by optimization of empirical antenna models are inaccurate and thus their further tuning 

using EM simulators is necessary [59, 130, 131]. 

Surrogate-based optimization (SBO) is another approach that can be applied to reduce the cost 

of multi-objective optimization [132-134]. The SBO techniques (e.g., space mapping [135, 

136], manifold mapping [137, 138], shape preserving response prediction [139, 140], etc.) are 

promising and potentially efficient in dealing with computationally expensive design problems 

[34, 61, 82]. The main idea behind SBO is that the direct optimization of the high-fidelity (a so-

called fine) EM antenna model is replaced by iterative correction and re-optimization of the 

surrogate model [133, 135, 140]. The latter is a computationally cheap low-fidelity (also re-

ferred to as a coarse) representation of the antenna and it is typically constructed using coarsely-

discretized EM simulations [50, 93, 120]. Although the surrogate can be significantly faster 

[106, 141] than its high-fidelity counterpart, it is still computationally too expensive to be di-

rectly subjected to multi-objective optimization in a reasonable timeframe [64, 106]. The design 

cost of SBO may be further reduced using response surface approximations (RSA) constructed 

using the data acquired within a defined region of the design variable space [133, 134, 142]. The 

RSA-based techniques proved to be useful auxiliary tools for solving a variety of problems in, 
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e.g., microwave [143, 144] and aerospace engineering [133, 145]. Short evaluation times make 

the RSA models attractive for multi-objective optimization [106, 133, 143].  

In [64], an SBO technique for multi-objective optimization of ultra-wideband antennas has been 

presented. The method utilizes an RSA surrogate of the antenna constructed from coarsely-

discretized EM simulation data which is optimized using an evolutionary algorithm. The ob-

tained Pareto front is then refined in a point-by-point manner using the response correction 

methods. The technique of [64] allows obtaining the Pareto front representation at a small cost 

compared to the direct multi-objective optimization of the high-fidelity EM model, yet its diffi-

culty lies in the number of EM simulations required for a construction of an accurate RSA mod-

el. This is particularly troublesome for contemporary antennas since the cost of training data 

acquisition for RSA model construction grows exponentially with the number of parameters 

[106, 146]. In [64], the problem is mitigated by decomposition of many-variable antenna into 

sub-problems that are solved using separate RSAs. However, such an approach is restricted only 

to decomposable structures [147, 148]. In practice, applicability of the approximation tech-

niques is limited to problems with only a few design variables [64, 142]. For structures with a 

large number of parameters, the cost of RSA model preparation may even exceed the number of 

evaluations required by direct multi-objective optimization [106]. 

Design of real-world antenna structures is a challenging task involving simultaneous handling 

of multiple and often conflicting objectives [101, 126, 130, 146]. This class of problems can be 

handled using multi-objective implementations of population-based metaheuristic algorithms. 

Unfortunately, metaheuristics require a very large number of model simulations to converge 

[50, 82, 127]. Consequently, their applicability for direct optimization of expensive EM antenna 

models is limited. The optimization cost can be reduced by replacing direct EM-driven design 

with a combination of response surface approximations and suitable surrogate-assisted tech-

niques [64]. Utilization of approximation models for multi-objective optimization seems to be a 

promising approach but their setup cost grows quickly with the problem dimensionality. Con-

temporary antennas are often characterized by multi-parameter geometries which make con-

struction of their approximation models difficult [64, 146].  

1.2 The Aim and Theses of the Work 

This study describes procedures for expedited multi-objective optimization of contemporary 

ultra-wideband antennas. The main contribution of the work is the development of methods for 

fast multi-objective optimization of multi-parameter antenna structures. Significant part of the 

study is focused on detailed investigation of the applicability of RSA models for solving the 

design problems with multiple independent variables. The number of data samples required for 

a construction of an accurate RSA model is limited by narrowing down the search space to the 

region of interest using suitable reduction techniques. The methods are based on the observation 

that the Pareto-optimal solutions—particularly those that satisfy certain minimum performance 

requirements—occupy a very small fraction of the design space. At the same time, its allocation 

within the search space is unknown beforehand. Reduction techniques identifies and narrows 

down the space to the smallest possible region that still contains all (or at least majority of) the 

Pareto-optimal solutions. Therefore, they are considered critical for construction of reliable 

RSA model using a reasonable amount of data. The design strategies considered in this disserta-

tion have been extensively examined, compared against each other and verified using a set of 

carefully selected antenna structures. The obtained results have not only proven the usefulness 

of the discussed techniques but also their generality in the context of fast multi-objective opti-

mization of contemporary ultra-wideband structures and other microwave/antenna designs. 

The main goal of this dissertation was to show that accurate response surface approximation 

models of geometrically complex ultra-wideband antennas can be constructed and then utilized 

for multi-objective optimization driven by population-based metaheuristic algorithm. This was 

achieved by the development of methodologies that allow for identification of the search space 

region containing the Pareto front. The discussed procedures are applicable to structures with up 

to a few dozens of parameters and, from this point of view, they are considered generic. The 
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developed algorithms were verified based on the design cases of modern wideband antennas and 

favorably compared with state-of-the-art techniques. A secondary objective of the work was the 

design and experimental verification of selected ultra-wideband antenna structures. 

The aforementioned goals have been achieved by positively verifying the following theses of 

the work: 

1. Variable-fidelity EM simulations, approximation models, surrogate methods and evolu-

tionary algorithms are useful tools for multi-objective optimization of modern antennas. 

2. Design space reduction enhances applicability of approximation models to many-

dimensional structures. 

3. Interpolation models allow for reducing the multi-objective design cost by at least an 

order of magnitude in comparison to direct optimization of EM antenna models. 

1.3 Dissertation Outline 

The dissertation is organized as follows. In Chapter 2, the methods and algorithms for expedited 

modeling and optimization are discussed. The emphasis is put on the description of surrogate-

based optimization concept, antenna surrogate models and response correction techniques. 

Chapter 3 discusses the concept of multi-objective design optimization. It contains formulation 

of the design problem, description of solution approaches for multi-objective optimization and 

explanation of utilized multi-objective algorithm.  

Chapter 4 describes the methods and algorithms for fast multi-objective optimization of antenna 

structures. A significant part of the chapter is focused on explaining the fast multi-objective 

optimization algorithm and formulating design space reduction techniques. Detailed comparison 

of the developed techniques is also provided. The chapter is summarized with a discussion on 

the utilized multi-objective optimization approach and its limitations. 

In Chapter 5, numerical verification of the considered optimization technique is performed. The 

method is validated using four antenna structures designed with respect to two objectives. 

Moreover, two additional problems that include a three-objective-oriented design of a narrow-

band dielectric resonator antenna and optimization of a compact microstrip impedance trans-

former with respect to two requirements are also considered. The number of parameters of the 

structures range from six to over twenty. 

In Chapter 6, two selected antenna designs are experimentally validated. Recommendations and 

discussion of the multi-objective optimization procedure are provided in Chapter 7. Chapter 8 

concludes the dissertation and discusses possible directions for the future work. 
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2 SURROGATE-BASED 

MODELING AND 

OPTIMIZATION 

Full-wave electromagnetic analysis belongs to the most important antenna design tools. In the 

past, application of EM simulations has been limited only to design verification. Typically, sim-

ulation-driven design approaches are based on manual adjustment of selected parameters, most 

often realized through parameter sweeps [97, 98]. Unfortunately, these methods require consid-

erable engineering experience and cannot provide truly optimum results. Alternatively, opti-

mum dimensions of antenna can be obtained through numerical optimization [34, 50, 82]. How-

ever, optimization may involve a large number of model evaluations. Other challenges of EM-

driven optimization include possible discontinuity or even non-differentiability of objective 

functions, as well as numerical noise [141]. 

High cost of antenna design can be reduced, to some extent, by utilization of adjoint sensitivities 

which allow obtaining derivatives of the antenna responses at small computational overhead 

[93, 100, 138, 141]. Their combination with gradient-based algorithms allows for speeding up 

convergence of the optimization process. However, adjoints are available only in certain com-

mercial software packages such as CST Microwave Studio [149] and Ansys HFSS [150]. De-

rivatives of the antenna response can be estimated using finite differentiation [151]. However, it 

involves multiple EM simulations per design. 

Computational cost of antenna optimization can be also reduced by means of surrogate-based 

optimization techniques. To date, SBO found applications in various engineering fields, includ-

ing microwave and antenna engineering [34, 82, 135, 143]. The main concept behind SBO is to 

replace direct handling of the expensive simulation model by an iterative process that involves 

construction, optimization and correction of its computationally cheap counterpart, a so-called 

surrogate. In such a scheme, the optimum values of the antenna design parameters are predicted 

by optimizing the surrogate which is iteratively corrected and updated using high-fidelity model 

data. The surrogate is supposed to be a cheap and—at least locally—reasonably accurate repre-

sentation of the structure under design. The computational advantage of SBO over conventional 

(direct optimization) methods stems from casting most of the operations into the fast surrogate, 

while utilizing occasional references to the original (high-fidelity) model for the sake of design 

verification only. As demonstrated in the literature, design speedup offered by SBO may be 
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significant [82]. So far surrogate-assisted antenna optimization has been mostly performed in 

single-objective setups [34, 50].  

This chapter reviews the basic principles of surrogate-based optimization and modeling. The 

SBO concept is introduced in Section 2.1. Fundamentals of surrogate modeling are presented in 

Section 2.2. Section 2.3 concludes the chapter with discussion of the challenges related to bal-

ancing between global and local accuracy of the surrogate model. 

2.1 Surrogate-Based Optimization Concept 

Design optimization of contemporary antenna structures is predominantly realized using elec-

tromagnetic simulations. Simulation-driven design can be formulated as a non-linear minimiza-

tion problem of the form [152] 

 ( )( )arg min
x

x R x*

f
U=

 
(2.1) 

Here, vector x represents a set of design parameters of the structure at hand, Rf(x) is the re-

sponse of an accurate high-fidelity (or fine) model of the antenna obtained by means of CPU-

intensive EM simulations and U is an objective function. Optimum design to be found is denot-

ed by x
*
. Direct solving of (2.1) using high-fidelity EM simulations may be impractical from the 

point of view of numerical cost [153].  

Surrogate-based optimization can be formulated as follows [152] 

 ( ) ( ) ( )( )1
arg min

x
x R x

i i

sU
+

=
 

(2.2) 

The SBO scheme (2.2) iteratively generates a series of approximate solutions x
(i)

, i = 1, 2, …, to 

the original problem (2.1). The vector x
(i+1)

 is obtained by optimizing the surrogate model 

Rs
(i)

(x). The surrogate is a faster, yet less accurate representation of high-fidelity model that can 

be utilized to speed up the antenna design. It is constructed by means of suitable correction of 

an underlying low-fidelity or functional antenna model Rc (also referred to as coarse). The aim 

of the correction process is to reduce discrepancies between Rs
(i)

 and Rf at least in the vicinity of 

the current design x
(i)

. Under certain conditions (such as a good generalization capability of the 

surrogate), the process (2.2) may quickly converge to the optimum design x
*
. Thus, the cost of 

SBO may be substantially lower than for majority of conventional optimization techniques, such 

as gradient-based methods with numerical derivatives [154], or derivative-free algorithms [155].  

The most popular SBO techniques exploit either simplified EM or functional approximation 

models [141, 153]. Both types are briefly described in Section 2.2. The surrogate is utilized as a 

prediction tool for identifying the values of adjustable parameters that lead to a better design. 

The candidate design obtained with the aid of the surrogate is validated by evaluating the high-

fidelity model. The latter is also utilized to update the surrogate. In the subsequent iteration, the 

prediction of the optimal design is carried out by the corrected surrogate. Generally, the opera-

tion of the majority of SBO algorithms is as follows (see Figure 2.1 for a flow diagram): 

1. Construct the initial surrogate model; 

2. Find a design x
(i+1)

 by optimizing Rs
(i)

 as in (2.2); 

3. Evaluate Rf at the candidate design solution x
(i+1)

; 

4. If the termination condition is fulfilled, then set x
*
 = x

(i+1)
 and stop; otherwise update the 

surrogate model and go to Step 2. 

The surrogate model update is the fundamental step of the above algorithm which, similarly as 

its construction, is handled by means of appropriate correction mechanisms. Selection of the 

most suitable method is essential for successful operation of SBO. In this work, the construction 

and enhancement of the surrogate is handled by means of space mapping (cf. Section 2.2.3.1) 

and co-kriging (cf. Section 2.2.3.2).  
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Figure 2.1: Algorithm flow of the surrogate-based optimization process [153]. 

 

2.2 Surrogate Models 

A surrogate model is a key component of any SBO procedure. It should be fast, sufficiently accu-

rate, and preferably continuous and differentiable [153]. There are two classes of surrogate models 

that can be distinguished: physics-based and functional (or function approximation) models [141]. 

Both classes can be utilized in this work for fast design optimization of antennas. 

2.2.1 Physics-Based Surrogates 

Expedited design of contemporary antennas is usually performed using physics-based surro-

gates constructed from underlying low-fidelity models. On one hand, evaluation of physical 

models may involve EM simulations and thus is numerically more expensive compared to the 

approximation ones. On the other hand, they embed knowledge on the design problem and thus 

allow obtaining better generalization than functional models. 

In microwave engineering, the low-fidelity models are often constructed using empirical or 

analytical formulas [89, 156]. As mentioned before, such a description is hardly available for 

modern antennas [86, 95], thus their coarse models—similarly to high-fidelity ones—are con-

structed entirely within the EM simulation environment. Moreover, both are usually evaluated 

using the same solver [50, 93]. A conceptual illustration of low-fidelity antenna modeling by 

means of EM simulations is shown in Figure 2.2. 

Simulation speedup of the low-fidelity model is primarily achieved by reducing the discretiza-

tion density of the structure [141] but also by neglecting certain phenomena that are normally 

accounted for in the high-fidelity EM model. Possible simplifications include, among others, 

modeling of metallization as infinitely thin sheet, neglecting dielectric losses, or utilization of 

perfect electrical conductor instead of metallization with finite conductivity [141]. The simula-

tion cost of low-fidelity antenna model may be also decreased by reducing its computational 

domain or by neglecting the influence of the structure environment [153]. The latter can be 

achieved by removing from the model any neighboring subsystems and adjacent components 

such as connectors or housing [106]. The above simplifications may limit the cost of model 

evaluation by a factor of 10 up to 50 with respect to the high-fidelity one [141, 153]. Clearly, 

model simplifications also decrease its accuracy and thus appropriate balance between them has 

to be ensured to maintain the reliability of the SBO process.  
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Figure 2.2: EM simulation models of an exemplary antenna structure [106]. The low-fidelity EM model 

is usually 10 to 50 times faster than the high-fidelity one. Simplifications introduced in the former may 

include: coarse discretization of a structure, zero thickness metallization (T = 0), perfect conductivity of 

metallization (σ = ∞), and lossless dielectric (tanδ = 0). Complexity of the model can be also reduced e.g., 

by excluding antenna connector from simulation. It should be noted that the computational cost is reduced 

at the expense of degraded accuracy of the Rc(x) model.  

As of now, the low-fidelity model setup is normally obtained based on engineering experience 

[82, 141, 157]. The process is as follows. Initially, a series of EM model simulations for meshes 

with various (usually gradually increasing) densities is performed at one or a few designs. Sub-

sequently, appropriate antenna representations on both (high and low) levels of fidelity are se-

lected based on visual inspection of the characteristics.  

Automated setup of a fast yet reasonably accurate low-fidelity model, although more desired for 

SBO, is considerably more challenging. The main difficulty is finding a suitable measure of 

discrepancy between the antenna models of various fidelities [141]. Standard measures, such as 

a norm are inadequate because they cannot account for discrepancies between the models that 

could be easily corrected (e.g., frequency shifts for narrowband designs). A few promising tech-

niques aimed at handling this problem have been developed so far. These include the feature 

selective validation technique and a procedure based on analysis of correlations between re-

sponse features of the structure at hand [158, 159]. 

2.2.2 Function Approximation Surrogates 

Functional models, also known as response surface approximation or data-driven models, utilize 

simulation and/or measurement data to mimic the behavior of the system within a defined region 

of the search space [142]. RSA models are generic in a sense that they are applicable to variety of 

problems. The RSA model is constructed by identifying its parameters so that the model fits the 

available training data. Coefficients of the model are often obtained through solving of a separate 

optimization problem (e.g., for kriging or neural networks) [153]. Functional models are very fast, 

but they do not embed any knowledge about the problem and, consequently, their extrapolation 

capabilities are normally poor. Moreover, the cost of RSA setup may be very high because con-

siderable amount of data is normally required to ensure reasonable accuracy. 

A general procedure for RSA model construction may be summarized as follows [153]: 

1. Allocate training samples using a suitable design of experiments technique; 

T > 0T = 0 tan  > 0δtan  = 0δ

sparse mesh dense mesh

INACCURACY

SIMULATION TIME

physics-based models
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2. Acquire training data by simulating the high-fidelity model at the designs pre-selected 

in Step 1; 

3. Identify the RSA model using a selected approximation technique; 

4. Validate the model;  

5. If the target accuracy is achieved then stop; otherwise generate infill points and go to 

Step 2; 

The block diagram of the above procedure is shown in Figure 2.3. In the first step of the pro-

cess, appropriate Design of Experiment (DoE) strategy is utilized for allocating the training data 

within the search space (cf. Section 2.2.2.1). The number of required samples mostly depends 

on the complexity of problem (dimensionality of the design space, parameter ranges, and non-

linearity of the system responses) and selected DoE. Subsequently, the training data is acquired 

at selected locations (here, using EM simulations). In the next step, the RSA model is identified. 

Techniques for RSA construction include, among others polynomial regression [133], radial 

basis functions [142, 153], and neural networks [153, 160]. Here, the approximation models are 

generated using kriging (cf. Section 2.2.2.2). Finally, the accuracy of the RSA is verified using 

an appropriate validation technique (see Section 2.2.2.3). Both approximation and generaliza-

tion capability of the model are of interest (cf. Section 2.3). In case of insufficient accuracy, 

model generalization may be improved by incorporating additional (infill) samples. The latter 

can be allocated using a suitable DoE technique [134]. Figure 2.4 illustrates the concept of RSA 

model generation. For simplicity, it is explained using the exemplary antenna structure with 

only two design parameters. More detailed discussion on each step of the model construction 

process is provided in the following subsections. 

 Design of Experiments 2.2.2.1

The term design of experiments refers to strategies for allocation of training data samples—

here, the vectors of antenna geometry parameters—within the search space. The goal of DoE is 

to allocate the training samples according to given requirements (e.g., uniformly). In this work, 

the search space is defined by the lower and upper bounds (denoted as l and u, respectively) for 

design parameters [146]. Later on, the surrogate model is constructed using the EM model data 

acquired at the points assigned by DoE (cf. Section 2.2.2.2). 

 

 

Figure 2.3: Design flow of RSA model construction.  

 

START

Design of Experiment

Sample design space

Identify RSA model

Termination
condition met ?

EM model

NO

YES

Validate RSA model

END

RSA model 
construction

algorithm



Design of Wideband Antennas By Means of Fast Multi-Objective Optimization 

 

Surrogate-Based Modeling and Optimization   23 

 
Figure 2.4: Visualization of RSA modeling process [106]. Two-dimensional (D = 2) search space of an 

exemplary planar antenna is sampled and the EM antenna model is evaluated at the selected designs. The 

EM data is utilized for identification of the RSA model that represents the behavior of the structure. 

 

Factorial designs and Latin hypercube sampling belong to the most popular DoE methods for 

antenna design [134, 153]. Both are utilized in this dissertation. Other commonly used DoE 

include quasi-Monte Carlo [161], orthogonal array sampling [133], and pseudo-random sam-

pling [153]. More detailed discussion on DoE techniques can be found in the literature [133, 

151, 161]. 

Basic implementation of the first mentioned DoE—full factorial designs—allocates N = p
D
 

samples on a rectangular grid, where p stands for the number of points along each dimension 

whereas D is the number of design variables. Better control of the number of samples along 

each dimension is ensured by fractional factorial designs 

 

1

D

k

k

N p
=

= ∏  (2.3) 

Appropriate number of points along each dimension can be determined by means of sensitivity 

analysis [133]. Nonetheless, the number of samples N in factorial designs techniques grows 

quickly with the dimensionality of the problem, which is a bottleneck for numerically demand-

ing antenna designs with multiple parameters (i.e., for 10-parameter structure with only two 

points along each dimension, N = 1024). Alternative fractional factorial designs, commonly 

used in microwave/antenna engineering, is a star-distribution scheme that generates N = 2D + 1 

designs located at the center of the selected search space region and at the center of each of its 

faces [82, 106]. Selected factorial designs-based sample allocation techniques are illustrated in 

Figure 2.5. 

Selection of suitable DoE is especially important when design problems with many parameters are 

considered. For instance, conventional implementations of factorial designs generate abundance of 

sample points which translates to high cost of data acquisition. From this perspective, an approach 

for generating a possibly uniform distribution for a given number of samples N is preferred. This 

can be partially addressed by means of stratified methods such as Latin Hypercube Sampling 

(LHS) [133]. The technique is based on division of each dimension into N regions so that in D 

dimensional space a total number of D
N
 regions—with equal selection probability of 1/D

N
—are 

obtained. Subsequently, the N test points are determined within the search space in the following 

manner: (i) each point is allocated within a randomly selected region, and (ii) for all one-

dimensional projections of N regions and points, in each region there is exactly one point [153]. It 

should be noted that LHS can produce highly non-uniform distributions of points (e.g., diagonally 

allocated set) which still fulfill conditions (i) and (ii). This difficulty can be mitigated by im-

provements which enforce more uniform allocation of samples [162-164]. Figure 2.6 illustrates 

different sample distributions that can be produced by conventional LHS scheme. 
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(a)    (b)    (c)   (d) 

Figure 2.5: Factorial design for three-dimensional (D = 3) search space: (a) full factorial design for p = 3; 

(b) star-distribution; and (c) half-star-distribution factorial design [153]; (d) fractional design defined by 

(2.3) with different density of samples along each dimension: p = [2 3 4]
T
. 

 Kriging Interpolation 2.2.2.2

The points allocated using DoE are utilized, upon acquiring the corresponding EM simulation 

data, for RSA model construction. A particular modeling technique discussed in this section is 

kriging interpolation. Although, the term ‘kriging’ originates from the South African mining 

engineer Krige [165], the method was formally developed by Matheron [166]. Kriging surro-

gates are characterized, among others, by low computational cost [146], smooth response sur-

face [151], and relatively simple implementation as well as several third-party toolboxes availa-

ble (e.g., [167, 168]). The method proved to be useful in the context of antenna design [106, 

146] but also other engineering problems [133, 145]. The kriging model is a composition of a 

trend function implemented as a low-order polynomial (zero-, first- or second-order) and a sys-

tematic departure representing local deviations of the model [133, 142]. A brief formulation of 

the kriging model is presented below. 

Let X = {x
1
, x

2
, …, x

N
}

T
 be a set of training points and Rf(X) = {Rf(x

1
), Rf(x

2
), …, Rf(x

N
)}

T
 be 

the corresponding set of high-fidelity model responses. The goal of kriging is to fit the regres-

sion function to available data samples. In its basic form (often referred to as ordinary kriging 

[133]), the kriging predictor can be defined as [169] 

 ( ) ( ) ( )( )1R x x RT

KR f
M r X Fα α−= + ⋅ Ψ −  (2.4) 

where RKR(x) is the unknown response of the surrogate model for the given non-sampled loca-

tion x. The regression coefficient α is determined by the generalized least squares (unknown 

model parameters), r(x) is a 1 × N vector of correlations between the point x and the base set X, 

whereas Ψ is an N × N correlation matrix, M = 1 and F = [1 1 … 1]
T
. They are defined as [151] 
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(2.7) 

Correlation function is a key component of the kriging model. Here, the following correlation 

function is utilized 
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(a)    (b)    (c) 

Figure 2.6: Different realizations of conventional LHS distributions (N = 6) in two-dimensional search 

space: (a) fairly uniform realization; (b) non-uniform realization; and (c) highly non-uniform realization 

with diagonally allocated samples. 
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The correlation between two points x and x
’
 (x

k
 and x

’k
 denote vector components along kth di-

mension) is controlled by smoothness factor sk and correlation parameters θk. The former can be 

utilized to adjust (2.8) so that it reflects expected properties of the response surface. For engi-

neering problems the system response is usually smooth and continuous and thus Gaussian cor-

relation with sk = 2 can be utilized [170]. However for sharp responses, the exponential correla-

tion function (sk = 1) or the one with sk < 1 may be more suitable [170]. The parameter θk deter-

mine a range of influence of a sample point on its neighbors in kth dimension [151]. It is deter-

mined by maximizing the likelihood estimation of available training samples [170]. The concen-

trated ln-likelihood function ln(L) can be reformulated as a minimization problem of the form 

 ( ) ( ) ( )2 1
ln ln ln

2 2

N
L σ≈ − − Ψ  (2.9) 

 ( )( ) ( )( )1

2
R R

T

f f
X F X F

N

α α
σ

−− Ψ −
=  (2.10) 

where σ
2
 is estimated variance of the model. The kriging model, on the top of predicting the 

systems response, also provided information about the prediction variance [142]. Consequently, 

prediction error of the model (expressed in terms of correlation between samples) can be esti-

mated at any point of the design space. Since kriging is the interpolative technique, the correla-

tion at the training points is one [170]. In this work, implementation of kriging available in 

DACE toolbox is used [167]. 

Generally, kriging is interpolation method. However, its modifications (e.g., blind kriging 

[142]) may be used for extrapolation beyond the sampled region of the design space. Such ex-

tensions may be especially useful if certain regions of the search space lack sufficient sampling. 

It should be noted that other basis functions methods are also available in the literature. These 

include radial basis functions [171], support vector regression [172], or Gaussian process re-

gression [173] to name just a few. For more detailed description of kriging, see, e.g., [133, 142, 

151, 170]. 

 Model Validation 2.2.2.3

Validation is the last step related to RSA construction. It is important because approximation 

models are always biased to some extent. Error estimation allows the user to decide whether the 

model is sufficiently accurate for a particular purpose or requires incorporation of additional 

training data. Model accuracy can be determined using suitable validation routines that, in gen-
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eral, divide available data into two subsets. The first one is utilized for RSA construction, 

whereas the second serves as the reference (testing) data. The most popular techniques, i.e., split 

sample and cross validation are discussed below. It should be noted that model validation can be 

fed back into the model construction procedure for automatic generation of the model with de-

sired accuracy [146].  

The concept of the split sample method is illustrated in Figure 2.7(a). The available data is split 

into training and test sets. The former comprises majority of samples and it is utilized for the 

model construction. The model error is estimated by comparing its prediction at the testing 

points with the true values at these points. A disadvantage of the split sample method is its high 

variance (i.e., dependence of the predicted error on the allocation of test samples). Distortion of 

the results caused by constructing the model using only a portion of available samples—

excluding the test set (cf. Section 2.2.2.2)—is another weakness of the split sample method. On 

the other hand, it is easy to implement and useful for fast estimation of the RSA quality [153]. 

Cross validation may be considered as an extension of the split sample method that utilizes all 

available nodes for both RSA model construction and estimation of its error. The method di-

vides the data samples into L subsets of equal (or approximately equal) sizes. Each of these 

subsets is sequentially utilized as test data for the RSA model constructed using remaining L – 1 

subsets. Similarly to the split sample method, cross validation estimates generalization error by 

comparing the approximated and the actual responses at the test points [133]. The difference lies 

in the amount of information utilized for error estimation. The scheme provides L partial error 

estimations that are collectively less biased than the single model assessment. The obtained 

results can be utilized for approximation of the model average error or its standard deviation. It 

should be mentioned here, that the split sample method outperforms cross validation in terms of 

the computational cost [153]. This might be important if the RSA model is constructed using 

large number of samples. The method is schematically illustrated in Figure 2.7(b). 

 Cost of RSA Model Construction 2.2.2.4

The main difficulty related to application of RSA to a design of contemporary antenna struc-

tures lies in the tremendous computational cost of data acquisition (large number of high-

fidelity EM simulations) required to achieve sufficient model accuracy. As mentioned before, 

the cost of data acquisition grows quickly with dimensionality of the problem. It means that 

applicability of RSA for constructing antenna models in a setup involving multi-parameter 

spaces (say, with over a dozen of variables) or computationally expensive models (characterized 

by simulation times being orders of many minutes or hours) is limited. These difficulties may be 

partially alleviated using techniques of Section 2.2.3. 

 

  

(a)       (b) 

Figure 2.7: Conceptual visualization of RSA validation methods: (a) split sample; (b) cross validation. 

The gray squares represent the testing data, whereas the training samples are marked as the white ones. 

Error estimated by the split sample depends on the location of the test samples. Here, the test samples 

represent only a fraction of the search space. Cross validation method sequentially utilizes all data subsets 

for RSA construction and validation, thus the error estimation is less biased. 
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2.2.3 Variable-Fidelity Modeling 

Data acquisition may be prohibitively expensive when high-fidelity model is used for RSA 

model construction. Cost reduction can be achieved by utilizing low-fidelity data instead. How-

ever, an important issue is discrepancy between the EM models, which should be reasonably 

small in order to ensure sufficient generalization of the response surface approximation surro-

gate. Nevertheless, the low-fidelity RSA model has to be corrected—at some stage of the design 

process using high-fidelity data—because the optimization results are eventually sought at the 

high-fidelity model level. 

Correction of the RSA model can be realized using variable-fidelity surrogate-based optimiza-

tion techniques. The basic concept is to utilize sparsely allocated high-fidelity data to enhance 

the RSA model and, consequently, increase its accuracy. This can be realized by means of space 

mapping (cf. Section 2.2.3.1) or co-kriging (cf. Section 2.2.3.2). In space mapping, the trans-

formations utilized for model correction are normally parameterized and the parameters are 

extracted through nonlinear regression. In co-kriging prediction accuracy of the model is en-

hanced by blending together the low- and high-fidelity model data into one surrogate. Discussed 

variable-fidelity modeling concepts are illustrated in Figure 2.8. 

 Correction of Training Data Using Space Mapping 2.2.3.1

Space mapping (SM), initially proposed by Bandler et al. in 1994 [174], is one of the most pop-

ular techniques for accelerated simulation-driven design in microwave engineering. The original 

concept is based on making adjustments at the level of design variables of the low-fidelity mod-

el (input SM) [174]. However, alternative SM methods which exploit parameters independent 

from the design variables (implicit SM) [175], correct the low-fidelity model response (output 

SM) [152], or utilize parameters specific to the problem at hand (frequency SM) [176] have 

been also developed.  

Common misalignments between reflection responses of the high- and the low-fidelity antenna 

models which should be accounted for to ensure reliability of the design process are frequency 

shifts and vertical discrepancies. Good model alignment is especially important when the design 

response is close to the boundary of acceptable performance. This is often the case for compact 

structures, where the in-band reflection of the optimized design is just below the acceptable 

level of –10 dB [34, 82]. Such discrepancies can be corrected using frequency and output space 

mapping, which are briefly described below [82, 106, 146].  

The frequency-scaled antenna model is defined as 

 ( ) ( )R x R x,
s c F

ω=  (2.11) 

where Rc(x,ωF) denotes explicit dependence of the low-fidelity model Rs on frequency (here, 

changes of reflection response for a discrete range of frequencies ωF). Frequency space mapping 

can be realized as an affine transformation of the following form [176] 

 
0 1

* *

F
F Fω ω= +  (2.12) 

where ω = [ω
1
 … ω

m
]

T
 denote the original frequency sweep. Additive and multiplicative scaling 

coefficients are denoted by F0
*
 and F1

*
, respectively. The scaling parameters are found by solv-

ing the nonlinear regression problem of the form [177] 

 

[ ]
( ) ( )

0 1
0 1 0 1

1

arg min* *

,
, R x R x ,

N
n n

f c
F F

n

F F F Fω
=

  = − +  ∑  (2.13) 
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           (a)                   (b)             (c) 

Figure 2.8: Various variable-fidelity modeling concepts: (a) pre-refinement of data for RSA model con-

struction; (b) post-refinement of the RSA model constructed using low-fidelity samples; (c) co-kriging 

surrogate constructed using blended high- and low-fidelity model samples. For explanation of abbrevia-

tions see Sections 2.2.3.1 and 2.2.3.2. 

 

Here, x
n
 (n = 1, 2, …, N) denote the reference designs. The method (2.11) is a convenient ap-

proach for reducing frequency misalignment between models of various fidelities.  

Vertical misalignment between the high- and low-fidelity model responses can be reduced by 

means of output space mapping (OSM) [178]. This can be realized, among others, by means of 

multiplicative correction given by [177] 

 ( ) ( )*
R x R x

s c
A= ⋅  (2.14) 

where Rs is a OSM-corrected model and A
*
 stands for a diagonal correction matrix 

 [ ]( )1
diag*

m
A a a= �  (2.15) 

The matrix elements a1 … am can be obtained as 

 ( )( ) ( )( )
2

1

arg min
N

n n

f c
A

n

A A
=

= − ⋅∑* R x R x  (2.16) 

where n = 1, …, N, denote the number of points utilized for correction. Output space mapping 

can be also realized as additive correction of the form [179] 

 ( ) ( )s c
D= + *

R x R x  (2.17) 

where the vector D
*
 = [d1 d2 … dm]

T
 can be obtained as 

 ( )( ) ( )( )
2

1

arg min
N

n n

f c
D

n

D D
=

 = − +
 ∑* R x R x  (2.18) 

Here, n = 1, …, N, stands for the number of training points. Both (2.16) and (2.18) are, in fact, 

equivalent to linear regression problems that can be solved analytically. Another possibility is a 

combination of additive and multiplicative correction [179] 
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kriging

Rf F( )X R Rc F c C( ), ( )X X

Rs C( )X
x

R xKR( )

XC

kriging

Rc C( )X

RKR( )x

R xs f( )

Space
mapping

Rf( )x
co-kriging

Rf F( )X Rc C( )X

x

R xCO( )



Design of Wideband Antennas By Means of Fast Multi-Objective Optimization 

 

Surrogate-Based Modeling and Optimization   29 

 ( ) ( )s c
A D= ⋅ +* *

R x R x  (2.19) 

The quality of the surrogate model constructed using OSM depends on correlation between Rc 

and Rf, as well as on the allocation and the number of high-fidelity samples utilized for correc-

tion. Selection of high-fidelity samples can be performed based on engineering experience or by 

means of appropriate DoE techniques [106]. It should be noted that discussed correction ap-

proaches can be used separately or in combination with frequency SM. The latter is realized by 

substituting the low-fidelity model in (2.14), (2.17), or (2.20) by their corresponding frequency 

scaled surrogate (2.11). Moreover, frequency SM and OSM corrections can be applied directly 

to the Rc model prior to construction of the RSA surrogate (pre-refinement), as well as to correct 

the RSA model responses (post-refinement).  

In the optimization context, OSM correction is usually realized as a single-point model en-

hancement of the form [178] 

 ( ) ( ) ( ) ( )( ) ( )( )R x R x R x R x
i i i

s c f c
 = + −
 

 (2.20) 

where Rs
(i)

(x), i = 1, 2,…, is the surrogate model response at the given design x (cf. Section 

2.2.2.2). The correction term [Rf(x
(i)

) – Rc(x
(i)

)] ensures zero-order consistency between the 

high-fidelity and RSA model responses at design x
(i)

, which means that Rs
(i)

(x
(i)

) = Rf(x
(i)

) at the 

beginning of each iteration  [152, 180]. A more detailed survey of space mapping can be found 

in [135, 136, 152]. 

 Co-kriging Modeling 2.2.3.2

Co-kriging is an extension of kriging that exploits multi-fidelity data to increase the accuracy of 

the surrogate model. The method incorporates the Markov assumption that inaccuracies of the 

RSA are introduced only by low-fidelity samples. High-fidelity data provide exact information 

about the problem at hand [151]. The formulation of co-kriging presented here is based on the 

autoregressive model of Kennedy and O’Hagan [181]. 

Consider the two training sets of the high- and low-fidelity model samples, i.e., XF = {xf
1
, xf

2
, 

…, xf
N
}

T
 and XC = {xc

1
, xc

2
, …, xc

N
}

T
. Then, let Rf(XF) and Rf(XC) be the sets of the high- and 

low-fidelity model responses, respectively. Co-kriging is essentially a sequential process involv-

ing construction of two kriging interpolation models. The first model, denoted as Rγ is con-

structed using the low-fidelity samples Rc(XC). The second model Rδ is constructed on residuals 

between the low- and high-fidelity samples. The residuals Rδ are defined as [142] 

 ( ) ( )R R R
f F c F

X Xδ ρ= − ⋅
 

(2.21) 

Here, ρ stands for maximum likelihood estimation of the Rδ model [182]. If, for some reason, 

the responses Rc(XC) are unavailable, they can be approximated using the first kriging model 

 ( ) ( )R R
c F F

X Xγ≈
 

(2.22) 

The important feature of co-kriging modeling is the possibility for separate adjustments of correla-

tion and/or regression functions for the low-fidelity data Rc and the residuals Rδ. Both considered 

models use the correlation function (2.8). The co-kriging interpolant is given by [169] 

 ( ) ( ) ( )1
R x x R

T

CO
M r Fδα α−= + ⋅Ψ ⋅ −  (2.23) 
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Here, α is obtained from (2.5), whereas the parameters M, F, r(x) and Ψ denote block matrices 

of the two underlying kriging models Rγ and Rδ [151] 

 ( ) ( ) ( ) ( )2 2 2 2

F
r r r X rγ γ γ γ δ δρ σ ρ σ σ = ⋅ ⋅ ⋅ ⋅ + ⋅ x x , x, x  (2.24) 
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γ γ γ γ δ δ

σ ρσ

ρσ ρ σ σ

 Ψ Ψ
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Ψ Ψ + Ψ  
 (2.25) 
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γ δ

δ δ

ρ
ρ

 
 = = ⋅   ⋅   

(2.26) 

Matrices Ψγ, Ψδ, σγ, σδ are obtained from Rγ and Rδ models, respectively. Moreover, parameters 

Fγ Fδ and Mγ, Mδ are set constant. Process variances σγ
2
 and σδ

2
 are obtained from (2.10). The 

optimized set of parameters θk (cf. Section 2.2.2.2) and the correlation functions of Rγ and Rδ are 

determined by the correlation matrices Ψγ and Ψδ defined as in (2.8). The correlation vectors rγ, 

rδ are defined as in (2.6). It should be noted that the covariance matrix Ψ of (2.25) is the key 

component of RCO, because it includes correlation information between the high- and low-

fidelity model responses. In this work, implementation of co-kriging from SUMO (SUrrogate 

MOdeling) toolbox is used [168]. 

Figure 2.9 illustrates the co-kriging concept using an analytical function example [183]. The 

kriging interpolant based on sparsely allocated high-fidelity samples does not provide accurate 

response prediction. Although kriging precisely interpolates the low-fidelity samples, the ob-

tained results are distant from the high-fidelity response because the samples are inaccurate. The 

high-fidelity function behavior can be captured more accurately if high- and low-fidelity model 

data are blended into a co-kriging surrogate. As it can be seen, co-kriging provides more precise 

response than kriging constructed merely using either low- or high-fidelity model samples. 

More detailed survey of co-kriging can be found in [142, 151]. 

2.3 Exploitation versus Exploration 

Surrogate-assisted design is an iterative process that involves construction and optimization of 

the corrected low-fidelity model. The high-fidelity model data accumulated in the course of the 

process can be used either to improve the global accuracy of the surrogate (design space explo-

ration) or to identify the optimum design in the promising regions of the design space found 

beforehand (design space exploitation). Allocation of these points (also referred to as infill 

points [142]) depends on a particular purpose. For exploration, the points are situated in the 

areas corresponding to the largest estimated model error [142]. For exploitation, local or global 

surrogate model optima are utilized. In general, finding a working balance between exploration 

and exploitation is important (see also [142, 184] for more in-depth discussion of the subject). 

It should be emphasized that pure exploration by means of dense sampling of the design space 

and construction of a globally accurate surrogate model is impractical when expensive EM sim-

ulations are utilized for antenna evaluation [153]. A workaround is initial restriction of the de-

sign space using certain criteria such as design feasibility (e.g., with respect to acceptable an-

tenna responses) or Pareto-optimality (e.g., optimum designs with respect to individual design 

objectives). The optimization methods presented in this work are largely based on this concept 

(cf. Chapter 4).  
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Figure 2.9: Illustration of the co-kriging concept [183]: high-fidelity model (—), low-fidelity model 

(gray dashed line), high-fidelity model samples (), low-fidelity model samples (○). Kriging interpolation 

of the high-fidelity model samples (– ⋅ –) is not an adequate representation of the high-fidelity model (due 

to the limited data set size). Co-kriging interpolation (gray dotted line) of blended low- and high-fidelity 

model data provides much better accuracy at low computational cost. 
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3 MULTI-OBJECTIVE 

OPTIMIZATION 

In this work, optimization is understood as solving the problem (2.1). In many cases, (2.1) is con-

sidered with a scalar objective function where comparison of designs is straightforward (lower 

value of the objective function corresponds to a better design). Unfortunately, majority of real-

world design problems are of multi-objective nature, i.e., require simultaneous handling of sev-

eral criteria. In antenna engineering, design requirements usually refer to structure performance 

(reflection response [50], gain [106], radiation pattern [185], side-lobe level [147]) as well as its 

geometry (size [82] or volume [185]). If the priorities concerning the design goals are estab-

lished, the optimization problem can be simplified to single-objective one, e.g., by selecting the 

primary objective and controlling the remaining ones through appropriately defined constraints. 

Other methods are based on utilization of a weighted sum approach or penalty functions in order 

to aggregate objectives into a scalar cost function [105]. However, in some situations, acquiring 

knowledge about possible design alternatives might be necessary, in particular, designs that 

represent the best trade-offs between conflicting criteria [114]. This calls for genuine multi-

objective optimization. From numerical point of view, solving multi-objective optimization 

problems is considerably more challenging than single-objective ones [105]. 

In practice, only one solution is needed as a final outcome of the optimization process, regard-

less the type of considered problem. On the other hand, the knowledge of the trade-offs between 

design requirements may be indispensable to make application-dependent design decisions. In 

other words, having a set of alternative solutions, an experienced engineer can utilize some 

higher-level information to select the design that is the most suitable for a specific application 

(this is referred to as a decision making process) [114]. Another potential benefit of having 

compromise designs is their reusability. From this perspective, multi-objective optimization 

may reduce the cumulative computational cost related to the development of a group of systems 

with similar (but not the same) performance characteristics. 

The most popular algorithms for solving multi-objective design tasks are population-based me-

taheuristics [102, 103, 123, 126]. They are stochastic algorithms that mimic certain biological, 

social or physical phenomena [186]. The main feature of population-based metaheuristics, 

which makes them useful for solving multi-objective problems, is the ability to process and 

outcome the entire set of solutions in a single run [80, 103, 106, 114]. Nonetheless, they require 

thousands or even tens of thousands of objective function evaluations to complete the optimiza-

tion process. Therefore, direct multi-objective optimization of EM antenna models using popu-

lation-based metaheuristics is numerically very expensive. 
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This chapter provides formulation of the multi-objective optimization problem and outlines the 

most popular solution approaches. The emphasis is put on evolutionary methods which are pre-

sented in more detail because of their subsequent use in this work. 

3.1 Problem Formulation 

A multi-objective optimization can be formulated as simultaneous minimization of several cost 

functions [114] 

 ( )
( )

( )

1

arg min
IX

K

F

F

F
∈

 
 

∈ =  
  

�
*

x

x

x x

x

 (3.1) 

where x stands for vector of decision variables: x = [x1, x2, …, xD]
T
, XI is a feasible space (or, 

objective function domain) and F(x) is a vector of given objective functions Fk(x), k = 1, …, K. 

Vector x
*
 denotes the optimal design [114], whereas F(XI) is the design space image (through F) 

embedded in the feature space. Note that (3.1) is formulated as minimization-only problem. 

However, without loss of generality maximization of a function Fk(x) can be considered as mini-

mization of –Fk(x). 

Conventional notion of optimality used in single-objective optimization is not applicable for mul-

ti-objective design [105]. If K > 1, any two designs x
(1)

 and x
(2)

 that satisfy relations Fk(x
(1)

) < 

Fk(x
(2)

) and Fl(x
(2)

) < Fl(x
(1)

) for at least one pair k ≠ l (l = 1, …, K) are non-commensurable 

which means that none of them is better than the other in multi-objective sense [105, 114]. A 

convenient and widely used way of comparing the solutions is a Pareto-dominance relation for-

mulated as follows [105, 114]: for any two designs x and y in XI, the design x dominates over y 

(or x ≺ y) if Fk(x) ≤ Fk(y) for all design objectives and Fk(x) < Fk(y) for at least one k [114]. The 

domination concept can be utilized to define optimality in the multi-objective sense: the vector 

x is Pareto-optimal in XI if it is non-dominated by any y ∈ XI. The goal of multi-objective opti-

mization is to find a representation of a Pareto front XP consisting of non-dominated designs 

from the search space XI, such that for any x ∈ XP, there is no y ∈ XI for which y ≺ x [105, 114].  

A conceptual illustration of Pareto optimality is shown in Figure 3.1, whereas the difference 

between Pareto front and Pareto set is explained in Figure 3.2. Except degenerated design prob-

lems (see below), the Pareto front has infinite number of solutions (marked using red line in 

Figure 3.2) [105]. The Pareto set (denoted using squares) is a discrete representation of the Pare-

to front. 

Clearly, it is desirable to obtain not just any Pareto-optimal solutions but a set of solutions that 

are (preferably uniformly) spread along the front. This allows for finding the actual relationships 

between the trade-off designs as well as the shape of the Pareto front (cf. Figure 3.2). It should 

be noted that the multi-optimization problem is non-trivial if the design objectives are partially 

conflicting. In the two extreme cases, i.e., totally conflicting or totally non-conflicting objec-

tives, the problem simplifies considerably [114]. For the first case, the search space is identical 

with the Pareto front, whereas in the second case, multi-objective problem reduces to a single-

objective one (as minimization of one objective implies minimization of the remaining ones). 

For more detailed survey of the formulation of multi-objective optimization problem see, e.g., 

[105, 114, 187, 188]. 

3.2 Solution Approaches to Multi-Objective Optimization 

According to classification by Cohon and Marks [189], there are three fundamental approaches 

to multi-objective optimization, different by a relationship between identifying Pareto-optimal 

solutions and a decision making process aimed at selecting a single final design [114, 189]:  
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− a priori,  

− progressive,  

− a posteriori.  

A priori preference articulation is appropriate especially if the relative importance of the objec-

tives is clearly defined before the optimization process. Then, the multi-objective problem can 

be converted to a single-objective task by aggregating the objectives with respect to their im-

portance. Typically, such aggregation is realized by means of weighted sum methods [105]. The 

progressive preference articulation is usually applied if the knowledge of the problem at hand is 

rather limited. In such a case, the objectives can be modified during the optimization run based 

on information gained on the way (the search process is intertwined with the decision making 

one). The method is useful when the defined objectives are heavily conflicting and therefore 

difficult to be fulfilled [114]. A posteriori preference articulation separates optimization from a 

decision making process. It is realized in two stages. Initially, a set of solutions representing the 

Pareto front are found. Decision making process is performed afterwards. 

 

 
Figure 3.1: Conceptual illustration of the mapping between design variables (D = 3) and the feature 

space (here, for K = 2). The goal of multi-objective optimization is to seek for non-dominated designs that 

are a representation of the Pareto front (here marked as red curve). The non-dominated designs are denot-

ed as (□), whereas the designs (○) are dominated. The set XP is denoted as (■). The feasible solutions of 

the design space XI are denoted as (●,■), thus XP ∈ XI. Numbers denote rank (or a so-called level of dom-

ination) of designs [114], i.e., the number of designs that dominate over a particular (○). 

 

 
   (a)                 (b)               (c) 

Figure 3.2: Conceptual illustration of the importance of spreading the Pareto-optimal solutions along the 

front. Here, non-convex front is considered: (a) too small number of diverse solutions; (b) responses are 

clustered in two regions of the front; (c) decent number of diverse solutions. It should be noted that the 

shape of the Pareto front (red line) is not well represented in (a) and (b), whereas allocation of solutions in 

(c) allows estimating the shape of the Pareto front and provides more detailed insight into the relation-

ships between compromise designs. 
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The weighted sum approach (also referred to as linear function aggregation) [190] belongs to 

the family of conventional a priori routines for multi-objective optimization. The importance of 

each objective is defined before the optimization process which is realized by their aggregation 

into a sum prefixed by appropriate weighting factors. The goal is to solve [114] 

 ( ) ( )
1

min
K

k k

k

F a F
=

= ∑x x  (3.2) 

where ak denotes positive weighting coefficients that are adjusted depending on the priority of a 

particular design objective. Although the method is easy to implement, the optimization out-

come of such linearly aggregated objective is sensitive to variations of the scaling factors [191]. 

At the same time, determination of the appropriate scaling factors for the optimization process is 

a difficult problem. The reason is that, typically, change of antenna design parameters has dif-

ferent influence on each of its performance figures. Therefore, the coefficients are mostly se-

lected based on engineering experience [192]. It should be noted that this method allows for 

finding only one solution at a single algorithm run. However, global optimum obtained for the 

given set of scaling coefficients is always the Pareto optimal solution [193]. Consequently, dif-

ferent Pareto designs can be identified iteratively by means of multiple optimizations with vary-

ing weighting factors. On the other hand, the weighting sum approach cannot identify designs 

allocated in the concave regions of the Pareto front. Other methods based on the scaling concept 

include lexicographic ordering [114], Chebyshev approach [105], or non-linear aggregating 

functions [114]. Some of them can handle non-convex Pareto fronts. Conceptual visualization 

of the weighted sum method is shown in Figure 3.3. More detailed discussion on a priori tech-

niques can be found in [105, 114]. 

Progressive preference articulation is realized as a two stage procedure where optimization algo-

rithm is interfered by the decision making process. First, the optimizer identifies the Pareto front 

regions representing acceptable trade-offs between the design requirements. Then, the decision 

making process alters the objective functions, so that the search is shifted to the region of the 

Pareto front that contains solutions of interest [194]. The method may be useful for real-world 

design problems where certain trade-off designs are unacceptable from practical standpoint (i.e., 

for antennas, the search can be limited to solutions with maximum in-band reflection below –10 

dB). A popular approach to progressive preference articulation is based on holding goal infor-

mation as an additional objective [194]. The method can be utilized together with a so-called 

goal attainment approach [195] which allows for update trade-offs between objectives. It pro-

vides an intuitive interpretation of the problem at hand which can be solved using conventional 

SOO algorithms. The method can be formulated as the following minimization problem [195] 

 

 
    (a)          (b) 

Figure 3.3: Weighting sum method – a conceptual explanation. Modification of the weighting coeffi-

cients alters the objective function and changes the functional landscape leading the optimization process 

to a different Pareto-optimal solution. Optimization process carried out using: (a) certain weighting fac-

tors αi; (b) other set of coefficients β. The method can be exploited to determine Pareto front (red line) 

representation by performing multiple optimizations with different values of scaling factors. 
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 arg min

I
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(3.3) 

so that 

 ( )k k k
F a Fς− ≤ *x  (3.4) 

Here, ϛ is a scalar real-valued variable, Fk(x) stands for the set of design objectives and Fk
*
 are 

their associated design goals. Moreover, ak denote normalized vector of weights [114] 
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=
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The goal attainment technique allows generating non-dominated solutions even for non-convex 

regions of the Pareto front. It should be noted that ϛ provides the information about feasibility of 

the goal for the decision making process. If ϛ < 0, an improved solution can be obtained; other-

wise, the goal cannot be attained [114]. The concept of the progressive preference articulation is 

illustrated in Figure 3.4. A more detailed description of the method can be found in, e.g., [114, 

195]. 

A posteriori techniques—where the decision making process is performed after the optimization 

stage—are preferable in many multi-objective problems [59, 80, 103]. The reason is that they 

can provide comprehensive information about possible trade-offs between the requirements so 

that the most suitable solution can be selected [114]. The aim of a posteriori methods is to per-

form search in a possibly large region of the design space and provide multiple solutions. There-

fore, they exploit algorithms which allow for explicit search of the Pareto front [114]. The most 

popular techniques utilize population-based metaheuristic algorithms. 

It should be reiterated that utilization of population-based methods for direct multi-objective 

optimization of EM antenna models is extremely expensive [106, 146]. On the other hand, pop-

ulation-based algorithms allow for obtaining close-to-uniform coverage of the Pareto front 

which makes them useful for solving problems considered here. It should be mentioned that an 

important stage of multi-objective design is a decision making process leading to a selection of 

(usually) single final design. However, this stage is not considered in this work. In other words, 

multi-objective optimization is understood here merely as a process of finding the Pareto set. 

 

 
(a)      (b)     (c) 

Figure 3.4: Preference articulation – a conceptual illustration: (a) objective F1 is of less importance, F2 is 

minimized; (b) objective F1 is off less importance, F1 is minimized; and (c) both objectives are of similar 

importance and thus they are minimized simultaneously. Requirements related to objectives can be itera-

tively changed by the decision making process (hence, progressive). The Pareto front is represented by 

red line. 
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3.3 Multi-Objective Evolutionary Algorithms 

Population-based metaheuristics belong to the most popular methods for solving multi-objective 

optimization problems [114]. Among them, evolutionary algorithms are, perhaps, the most often 

utilized metaheuristics. Potential usefulness of EA for multi-objective design was already sug-

gested—albeit not implemented—by Rosenberg in the late 1960’s [196]. The first multi-

objective implementation of EA (a so-called vector evaluation genetic algorithm – VEGA) was 

proposed by Shaffer in 1984 [197]. The usefulness of EAs for solving multi-objective optimiza-

tion problems mostly comes from their ability to process multiple solutions. However, they also 

benefit from being rather insensitive to discontinuities of the Pareto front, as well as its shape 

(EAs can handle non-convex fronts). The general structure of multi-objective evolutionary algo-

rithm (MOEA) is similar to the single-objective one yet its selection mechanisms and evaluation 

procedures are different to promote non-dominated individuals. It should be noted that other 

population-based metaheuristic algorithms, such as particle swarm optimizers [126], ant colony 

approaches [111], or, recently popular, firefly algorithm [110] also have their multi-objective 

implementations.  

According to the so-called no free lunch theorems, MOEA cannot be considered as an universal 

method for solving all optimization problems [198]. Empirical studies indicate that certain reali-

zations of MOEAs seem to be more appropriate for solving specific benchmark functions, 

whereas others are better suited for real-world design problems [114]. In this work, a MOEA 

implementation with dynamic fitness sharing, Pareto-dominance-based tournament selection, 

mating restrictions and elitism is utilized [199]. The detailed description of the algorithm—and 

its components—is provided in the next section. More detailed survey of MOEA used here and 

other implementations can be found in [105, 114, 188, 197, 200]. 

It should be emphasized that selection of certain MOEA realization (or utilization of MOEA at 

all) is not of primary importance from the point of view of this dissertation. One of the reasons 

is that the shape of the Pareto front is typically much simpler for multi-objective antenna opti-

mization problems than for standard functions utilized for MOEA testing. Moreover, MOEA 

optimization is just an intermediate step of the optimization procedure used in this work, so that 

possible inaccuracies (e.g., due to inappropriate setup) can be corrected to some extent by 

means of appropriate techniques. 

3.3.1 Algorithm Description 

Multi-objective evolutionary algorithms seek for a Pareto set by processing populations of po-

tential solutions to the given optimization problem (also known as individuals or agents). Opti-

mization process involves selection, recombination and mutation operators that yield a new—

and hopefully better—population in each iteration [187]. Other mechanisms, typical for 

MOEAs, include Pareto-based assessment of individuals and domination-based elitism (archiv-

ing) [199].  

A general structure of the single- and multi-objective evolutionary algorithms is comparable. 

Both utilize similar mechanisms for generating an initial population and constructing new indi-

viduals using recombination and mutation operators. 

The MOEA utilized in this work is based on implementation described in [200]. The structure 

of the algorithm is the same as in standard evolutionary methods [107]. Nonetheless, majority of 

its operations (ranking, domination, etc.) is Pareto-based [200]. Its general flow is as follows 

(see Figure 3.5 for the flow diagram): 

1. Initialize population; 

2. Assess individuals; 

3. Generate the offspring population using evolutionary operators; 

4. Assess individuals; 

5. Archive the best individuals; 

6. Stop if the termination condition is fulfilled; otherwise go to Step 3. 
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The algorithm utilizes floating point representation of data, preferred for continuous optimiza-

tion problems [187]. The optimization process begins with randomly generated population. In the 

next step, individuals in the population are evaluated and their fitness is determined (assess-

ment). Subsequently, an offspring population is generated by applying selection, recombination 

and mutation mechanisms to the parent population. 

As mentioned before, one aims at finding a Pareto set that uniformly covers the Pareto front. This 

can be achieved implementing mechanisms for pushing individuals towards the front (a so-called 

normal pressure) and avoiding clustering of solutions (referred to as tangent pressure) as shown in 

Figure 3.6. The first one is enforced by giving preference to non-dominated individuals in the 

selection process. The second can be implemented by means of so-called fitness sharing that pe-

nalizes clustered individuals.  

More detailed description of the considered algorithm components is provided in the following 

sections.  

 

 
Figure 3.5: A general flowchart of a multi-objective evolutionary algorithm. 

 

 
Figure 3.6: Conceptual illustration of normal (black arrow) and tangent (gray arrows) pressure. Both are 

implemented using appropriate mechanisms of the MOEA to obtain uniform Pareto set. 
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 Assessment of Individuals 3.3.1.1

Assessment of individuals is realized through Pareto-dominance relation (cf. Section 3.1) used 

to determine the level of domination qi for the ith individual, i.e., the number of designs that 

dominate over it (see Figure 3.1). This is realized through Pareto ranking [105] 

 
1

i i
r q= +

 
(3.6) 

where, ri stands for a rank of qi. Ranking can be utilized for determination of a so-called fitness 

fi of the individual [114] 
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(3.7) 

 Fitness Sharing 3.3.1.2

Fitness sharing enforces uniform allocation of individuals along Pareto front by penalizing indi-

viduals located too close to each other [105]. The sharing function SF
(i,j)

 can be defined as [201] 
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where γ determines the shape of the sharing function (usually linear; γ = 1) and δ
(i,j)

 stands for 

the distance between ith and jth individual in the feature space. The latter can be calculated as 

the following Euclidean norm [199] 
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 (3.9) 

The radius σr (a so-called niche size) for which sharing between individuals is non-zero can be 

calculated dynamically as [199] 
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where Ps is the population size. The parameter δk can be estimated as follows. Let Fx = [Fx1 Fx2 

… FxK]
T
 and Fy = [Fy1 Fy2 … FyK]

T
 denote objective vectors of the most distant individuals in a 

current Pareto-optimal set. Then let Fz be the vector of the minimum of objectives of both vec-

tors, i.e., Fz = [min(Fx1,Fy1) min(Fx2,Fy2) … min(FxK,FyK)]
T
. Then 

 ( )
2

u l

k

δ δ
δ

+
=

 

(3.11) 

Here, maximum distance between Fx and Fy is δu = δ1 + δ2, whereas δ1 = |Fx – Fz| and δ2 = |Fy – 

Fz|. The parameter δl stands for the minimum distance between Fx and Fy 

 2 2

1 2l
δ δ δ= +

 
(3.12) 



Design of Wideband Antennas By Means of Fast Multi-Objective Optimization 

 

40 Multi-Objective Optimization 

The relevance of the sharing range for the optimization process is illustrated in Figure 3.7, 

whereas the notation used in description of dynamic sharing is explained in Figure 3.8.  

Finally, the shared fitness fi
’
 of the ith individual is given by [199] 
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(3.13) 

 Selection 3.3.1.3

Selection allows controlling convergence properties of the optimization algorithm. This is realized 

by adjusting the probability of the best individuals to survive (i.e., changing selection pressure). If 

it is too low, the convergence rate decreases (in extreme cases the search process may become 

random). If it is too high, the best individuals quickly take over the population which may result in 

premature convergence.  

In this work, Pareto-dominance tournament selection scheme is utilized [199]. The mechanism 

works as follows. Two candidate individuals (here denoted as x
(1)

 and x
(2)

) and a comparison set 

composed of cs test designs are randomly selected from the population. The selection process is 

as follows [202] 

 

 
         (a)                  (b)               (c) 

Figure 3.7: A conceptual illustration of the influence of the sharing radius on the optimization process: 

(a) for too small σr the fitness is not penalized even for the clustered individuals; (b) too large σr – even 

distant individuals are penalized; and (c) appropriate σr – only clustered designs are penalized. Dominated 

and non-dominated designs are marked by (○) and (□), respectively. 

 

 

Figure 3.8: Explanation of symbol utilized in the definition of the dynamic sharing. Parameter δk is esti-

mated by the average distance between the largest and smallest front sizes δu and δl, respectively [199]. 
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1. Check domination (cf. Section 3.1) of the test designs over the candidates x
(1)

 and x
(2)

; 

2. If neither or both candidates are dominated go to Step 3; otherwise go to Step 4; 

3. Select the candidate with higher value of shared fitness (cf. Section 3.3.1.2); 

4. Select x
(1)

 if it is non-dominated; otherwise select x
(2)

. 

The size of comparison set is typically 10 percent of the population size. Change of the compar-

ison set size modifies the preference given to non-dominated solutions. Consequently, it allows 

controlling the amount of selection pressure [202]. 

 Recombination 3.3.1.4

Recombination is a stochastic operator that generates new individuals by combining information 

from the selected parents. Here, arithmetic recombination of the following form is utilized [187] 

 ( ) ( ) ( )
1'x x x

i j
r r= + −  (3.14) 

where x
(i)

 and x
(j)

 are two parents, r ∈ [0, 1] is a random number, and x
’
 is the offspring. The 

operation is performed with a probability pc; otherwise the offspring is created as unchanged 

copy of the first parent. In order to increase the chance of producing improved offspring solu-

tions, recombination of parents is allowed only if they are sufficiently close and, consequently, 

similar to each other. This is controlled by a mating restriction mechanism described in Section 

3.3.1.7. It is worth mentioning that recombination does not generate new information and thus it 

cannot be used as the only operator in MOEA. For conceptual illustration of recombination, see 

Figure 3.9(a). 

 Mutation 3.3.1.5

Mutation is another stochastic operator utilized in MOEA. It introduces small changes to the 

individuals so as to maintain diversity in the population. Let vector x = [x1, …, xd, …,xD]
T
 de-

note individual. The mutation operator applied to its dth parameter is given by [188] 
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where σm is the mutation radius and r1, r2 ∈ [0, 1]. Parameters ld and ud denote lower and upper 

bounds for dth design variable (cf. Section 2.2.2.1). The modified individual is represented by 

vector x
’
 = [x1, …, x

’
d, …,xD]

T
. Mutation is applied with the probability pm, separately for each 

design vector component. Conceptual illustration of the operator is shown in Figure 3.9(b). 

 

   

             (a)                 (b) 

Figure 3.9: Evolutionary operators: (a) arithmetic recombination for r = 0.5; (b) mutation operator ap-

plied to third variable of the individual for r2 < 0.5. 
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 Elitism 3.3.1.6

The elitism mechanism (or a so-called archiving) preserves the best non-dominated individuals 

obtained during the optimization process. Elitism can be utilized during generation of the off-

spring population to ensure faster algorithm convergence [105]. However, larger number of 

Pareto-optimal solutions increases sensitivity of MOEA to the genetic drift and thus it should be 

carefully adjusted [105, 199].  

A particular realization of the elitism mechanism may be to find a new Pareto-optimal set XP
’
 

being a subset of XP that is composed of contemporary non-dominated solutions and the off-

spring population. The mechanism can be realized in a batch mode where (3.13) is used to cal-

culate the shared fitness of all individuals in XP. Then, XP
’
 is generated by selecting the best 

ones. Elitism can be also realized in a recurrence mode which works as follows [199]: 

1. Evaluate shared fitness of all individuals of XP; 

2. Compose XP
’
 of the best individuals from XP; 

3. Terminate the algorithm if the size of XP
’
 is equal to the size of population; otherwise 

set XP = XP
’
 and go to Step 1. 

Although the recurrence mode is more CPU-intensive, it increases the probability of preserving 

local individuals and thus helps reducing discontinuities in Pareto-optimal set [199]. 

 Mating Restrictions 3.3.1.7

Due to topological relationships between the Pareto front and the feature space, recombination 

of the two Pareto-optimal individuals which are not sufficiently close to each other will usually 

result in an offspring that is away from the Pareto front. In order to avoid such situations, a mat-

ing restriction mechanism can be introduced that forbids recombination of the parent individuals 

in case they are too far away from each other. The procedure is very simple and works as fol-

lows [203]: 

1. Specify a parameter σp that defines the maximum distance between individuals for al-

lowing them to mate; 

2. After the selection step, select a random individual and search for its mate within a ball 

of radius σp; 

3. Perform mating if Step 2 leads to finding an appropriate individual; otherwise mate with 

a random individual. 

In this work, maximum allowed distance between individuals is σp = 3σr. 

 Stopping Criteria 3.3.1.8

The optimization process continues until the termination condition is satisfied. A common ap-

proach is to terminate the algorithm after a user-defined maximum number of iterations. More 

efficient measure of the algorithm convergence is based on the rate of creating non-dominated 

individuals [199] 
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where NXP
(i)

 stands for the number of Pareto-optimal designs in ith MOEA iteration and
( )i

XP
N  

denotes the number of non-dominated individuals in the ith iteration that dominate Pareto-

optimal solutions of the i – 1 iteration. Clearly, the lower SC
(i)

 the less shift towards the Pareto 

front is observed [199]. It should be noted that fluctuations of SC
(i)

 may occur across the algo-

rithm iterations, thus a moving average of (3.17) can be utilized for the sake of regularization of 

the convergence measure [199] 
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where l > 1. The algorithm implementation utilized in this work is terminated when either the 

maximum number of iterations is reached or ( )i
C

S  computed in (3.17) is below the specified 

threshold. 
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4 MULTI-OBJECTIVE 

ANTENNA DESIGN 

In this chapter, the methods and algorithms for fast multi-objective optimization of antenna 

structures are discussed. As mentioned before, antenna design is inherently a multi-objective 

task involving simultaneous improvement of several, usually conflicting requirements related to 

either the structure performance or its geometry. Although multi-objective optimization tech-

niques have been developed since late 1980s, initially their applications to solving engineering 

problems were limited due to insufficient computational resources available at the time. The 

situation started changing in early 2000s, when the first works on the topic of multi-objective 

optimization of real-world antenna models were published [59, 103, 121, 192].  

Conventional methods for solving multi-objective optimization problems are population-based 

metaheuristics. The main challenges related to their utilization for multi-criteria antenna optimi-

zation include: (i) high computational cost, (ii) large design variable space hindering identifica-

tion of the trade-off designs, and (iii) large population required to obtain dense representation of 

the Pareto front. In the literature, these problems are mitigated by replacing EM antenna model 

with its computationally cheaper substitute [59, 103, 130] which, however, cannot guarantee 

accurate responses and involves further EM-based tuning. Other popular techniques exploit 

modified optimization algorithms which require fewer evaluations of the EM antenna model 

[80, 102, 122]. In this work, the difficulties mentioned above are alleviated by means of alterna-

tive approaches that allow for expedited multi-objective optimization of antennas. 

The chapter is organized as follows. Section 4.1 provides brief formulation of the multi-

objective antenna optimization problem. A detailed discussion of the core algorithm is given in 

Section 4.2. The design space reduction concept and reduction algorithms are described in de-

tails Section 4.3. Section 4.4 provides a description of Pareto set refinement methods. Section 

4.5 is focused on comparative numerical studies of the developed techniques. Section 4.6 con-

cludes the chapter. 

4.1 Problem Formulation 

For the convenience of the reader, the notation used throughout the section has been recalled 

here. Rf(x) stands for the high-fidelity model of the antenna structure at hand (cf. Section 2.1) 

which is assumed to be evaluated by means of an accurate yet CPU-intensive EM simulation 

[50, 82]. The response vector Rf(x) may represent an antenna reflection coefficient [50, 51], 
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radiation pattern [44, 54], gain [57, 58], etc. A set of adjustable parameters (i.e., antenna dimen-

sions) is represented by a vector x.  

Let Fk(x), where k = 1, …, K, be a kth design objective (see Section 3.1 for detailed description 

of the multi-criteria problem). In case of antennas, the goals can be related either to performance 

or to geometry. Performance objectives include minimization of reflection within a certain fre-

quency band (particularly, to ensure |S11| < –10 dB for a frequency range of interest) [141], min-

imization of the side lobe level [147], reduction of the axial ratio [59], maximization of the gain 

[106], etc. Geometry-related objectives can be defined with respect to e.g., maximal lateral size 

[64], overall occupied area (usually defined as a rectangle comprising entire design) [82], max-

imal value of certain dimension [64], or the volume (defined as cuboid comprising the struc-

ture). Normally, multi-objective antenna design problems are characterized by infinite number 

of globally optimal solutions which form a Pareto front (cf. Section 3.1). They can be found by 

means of MOEA algorithm. The latter, however, is numerically prohibitive when applied for 

optimization of real-world antenna structures [106]. 

In this work, the design process is expedited using an auxiliary low-fidelity model Rc of the 

antenna (coarsely-discretized counterpart of Rf). Typically, the Rc model is evaluated using the 

same EM solver. The design optimization methodology is described in the following sections. 

4.2 Optimization Algorithm 

Design techniques that permit rapid multi-objective optimization of antenna structures are rare 

in the literature. Available methods involve utilization of inaccurate empirical antenna models 

[59, 130], or lead to sparse representations of the Pareto front [102]. In 2013, Koziel and Ogurt-

sov proposed a computationally efficient technique for multi-objective antenna optimization 

[64]. The method exploits variable-fidelity electromagnetic simulations, response surface ap-

proximations and surrogate-based optimization. The core of the procedure is a simple algorithm 

involving acquisition of data samples, construction of the RSA model, MOEA optimization and 

refinement of the selected Pareto-optimal designs using SBO. Despite its advantages, the tech-

nique of [64] is only applicable for relatively low-dimensional cases. The dimensionality prob-

lem is partially mitigated in [64] by decomposing the antenna into a radiator and a feeding net-

work so that optimization structures with increased number of design parameters is possible. 

Notwithstanding, majority of modern antennas cannot be decomposed. 

In 2014, Bekasiewicz et al. extended the original algorithm of [64] to antenna structures with 

multiple independent design parameters [204]. The modification of the method is based on the 

fact that Pareto-optimal solutions reside in a very small region of the design space so that the 

parameter ranges can be restricted considerably to allow feasible construction of the RSA model 

even when the design space dimension is relatively high [146, 205]. One of the main features of 

the method presented in [146] is that it allows identifying high-fidelity representation of the 

Pareto front by refining the selected designs obtained from the optimized RSA model. Although 

this approach provides satisfactory results, the computational cost of SBO increases with a 

number of designs considered in the refinement process. In 2014, Koziel et al. proposed an al-

ternative scheme based on co-kriging surrogates [183]. Co-kriging permits generation of much 

denser representations of the Pareto-optimal sets. Both approaches are discussed in detail in the 

following subsections. 

4.2.1 Optimization Algorithm Overview 

The algorithm for expedited design optimization of antennas exploits variable-fidelity EM simu-

lations and the kriging interpolation model Rs (here, Rs(x) = RKR(x), see Section 2.2.2.2). It 

should be noted that the core algorithm and all of its components are implemented within a 

MATLAB-based optimization framework [206]. 

The first step of the process is design space reduction (cf. Section 4.3). For low-dimensional 

problems, it is optional yet recommended to expedite construction of an accurate RSA model. 

For higher-dimensional cases, however, space reduction is necessary to construct the RSA mod-
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el at reasonable computational cost. The reduction step is usually performed at the low-fidelity 

model level; however high-fidelity simulations and SBO methods may also be exploited at this 

step for improved accuracy.  

The next step is acquisition of the low-fidelity training data for construction of the RSA model. 

The data samples are allocated using an appropriate design of experiments technique (cf. Sec-

tion 2.2.2.1). The allocation strategy depends on dimensionality of the design problem. In this 

work, acquisition step is normally realized at points generated using Latin Hypercube Sampling 

[164] which (optionally) can be combined with various factorial design techniques [153]. As 

mentioned before, model identification is carried out using a DACE toolbox [167]. 

Accuracy of the RSA model depends on the number and allocation of training data, design 

space dimensionality and size, as well as nonlinearity of the antenna responses. Here, adaptive 

sampling is used with infill samples iteratively added to the training pool until a given threshold 

concerning generalization error of the model is fulfilled. It is assumed that the average relative 

root mean square (RMS) error should be less than 5 percent [207]. The model error is deter-

mined using cross-validation (cf. Section 2.2.2.3). The infill strategy is allocation of random 

samples satisfying LHS condition with respect to the overall training data set. Although the 

assumed error value is usually sufficient for identification of the initial Pareto set by means of 

population-based metaheuristics, in case of complex antenna responses, the desired RMS 

threshold may be lower. 

In case of considerable discrepancy between Rf and Rs responses, the kriging model can be en-

hanced by means of surrogate-assisted techniques at certain (usually small) number of designs 

(post-refinement). Alternatively, SBO correction can be performed before model identification 

(pre-refinement). Typically, output space mapping and frequency scaling are utilized (cf. Sec-

tion 2.2.3.1). 

In the next step, the RSA model is optimized using a multi-objective evolutionary algorithm. 

The results of MOEA operation are considered as the initial approximation of a relevant fraction 

of the Pareto front. The optimization engine utilized here is an in-house implementation of 

MOEA which exploits mechanisms such as elitism, fitness sharing, mating restrictions and Pa-

reto-dominance tournament selection (cf. Section 3.3.1). 

Finally, the refinement of the initial Pareto set obtained using MOEA is performed (see Section 

4.4). This step is necessary because the Pareto front representation obtained through optimiza-

tion of the RSA model is of limited accuracy. In particular, two levels of approximation are 

utilized as the kriging model Rs is an approximation to the training data obtained from Rc model 

simulations. The discrepancies between Rs and Rf can be accounted for by means of appropriate 

correction. It should be noted that in most cases (except certain design space reduction routines 

described in Section 4.3.5) the high-fidelity model is not evaluated until the refinement step. 

Typically, the computational cost of the procedure corresponds to a few dozens of Rf simula-

tions. 

The discussed expedited multi-objective optimization algorithm can be summarized as follows 

(see Figure 4.1 for a detailed block diagram): 

1. (Optional) Perform design space reduction; 

2. Sample the design space and acquire the Rc data; 

3. (Optional) Correct Rc data using SBO (pre-refinement); 

4. Construct the response surface approximation model Rs; 

5. (Optional) Perform post-refinement of the Rs model; 

6. Obtain the initial representation of the Pareto front by MOEA optimization of Rs; 

7. Carry out refinement procedure to obtain high-fidelity Pareto-optimal design. 

It should be reiterated that the mechanisms utilized in Steps 2-6 have been discussed in Chapters 

2 and 3. Design space reduction techniques and methods for refinement of the Pareto-optimal 

set are considered in the following sections. 
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Figure 4.1: Expedited multi-objective optimization algorithm: design flow. Dashed lines denote optional 

steps. In the first (optional, yet highly recommended) stage, search space is refined to the region of inter-

est. Subsequently, the Rc data (●) is acquired. Next, the pre-refinement of the Rc data may be performed if 

needed. Then the RSA model Rs is identified. Optionally, RSA post-refinement may be performed. Af-

terwards, initial representation of the Pareto front is obtained using MOEA and Rs model. Finally, select-

ed samples are refined using SBO. Note that usually the Rf model evaluations are not performed until the 

last algorithm step. 

 

4.3 Design Space Reduction 

In this work, Pareto-optimal set is obtained using MOEA optimization. Low cost of the process 

is ensured by execution of the algorithm on the RSA model. However, the number of training 

samples required to construct accurate model grows very quickly with the number of design 

parameters [64, 146, 208]. This is a serious problem for modern antenna structures which are 
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often parameterized using more than ten variables [50, 82, 146]. The cost of setting up the RSA 

for such structures may quickly surpass the computational savings of the surrogate-assisted 

MOEA optimization. Moreover, the ranges of design parameters are normally set rather wide to 

ensure that the Pareto set can be captured. Acquisition of sufficient amounts of training data 

within large spaces is prohibitive from the numerical point of view [205]. 

Pareto-optimal solutions, however, normally reside in a small region of the initially defined 

space [106]. Moreover, in antenna design problems, only a certain fraction of the Pareto front, 

i.e., the designs for which the in-band reflection coefficient |S11| ≤ –10 dB, is of interest [106]. In 

practice, the relevant region of the space may be orders of magnitude smaller (volume-wise) 

than the initially defined space (see Figure 4.2 for illustration). Its identification is desirable, 

because it allow for substantial reduction of the number of training samples required for a con-

struction of a reliable RSA model [106, 146, 205]. 

It should be noted that the problem related to construction of RSA models within large design 

spaces has been previously undertaken in the field of structural and aerospace engineering [142, 

209, 210]. Possible approaches include decomposition of the space to sub-regions represented 

by separate RSA models [209] or utilization of pattern-search-based surrogate management 

framework [210]. The infill points obtained during optimization can be also iteratively incorpo-

rated to the model to gradually increase its accuracy within the region of interest [142]. Alt-

hough these techniques are useful for single-objective problems, they may be ineffective in mul-

ti-objective setups where the region of search space containing the solutions that are of interest 

is very small [146]. Instead, the problem can be addressed by means of design space reduction 

which is considered fundamental for successful multi-objective surrogate-assisted antenna op-

timization.  

The aim of design space reduction is to limit ranges of the antenna parameters so that the result-

ing space is significantly smaller yet contains majority of the Pareto front that is of interest. 

Space reduction facilitates utilization of RSA models for multi-dimensional design problems 

due to increasing RSA accuracy. The latter can be expressed in terms of average minimum dis-

tance between the training points given by 

 
p ij

δ δ=  (4.1) 

where the distance δij between two points xi and xj (i = 1, 2, …, N and j = 1, 2, …, N) from the 

training set that are the closest with respect to each other is as follows 

 
2ij i j

δ = −x x  (4.2) 

The RSA model error is proportional to 

 
1

1 D

p
N

δ
 

∝  
 

 (4.3) 

where N and D correspond to a total number of training samples and dimensionality of the 

search space, respectively.  

As illustrated in Figure 4.3, construction of the model within reduced space results in faster 

decrease of δp than can be obtained by simply increasing the size of the training set. It should be 

noted that dimension “flattening” resulting from space reduction is non-uniform, i.e., certain 

dimensions can be flattened significantly more than others (cf. Figure 4.3). In other words, in-

fluence of space reduction on improvement of model accuracy for limited number of data sam-

ples is problem dependent and thus it cannot be rigorously estimated.  

Important advantage of space reduction is possible reduction of the problem dimensionality: as 

the ranges of variability of certain parameters may be narrowed down to almost zero, they can 
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be excluded from the optimization process [205]. Figure 4.4 conceptually illustrates the influ-

ence of design space reduction on “flattening” of certain dimensions or reduction of the problem 

dimensionality. 

In this section, several design space reduction methods that facilitate utilization of RSA models 

for optimization of many-dimensional antenna structures are discussed. The considered tech-

niques allow for confinement of the design space to the region containing Pareto designs. Con-

sequently, construction of an accurate RSA model can be performed using reasonable amount of 

training data. 

 

  
              (a)                    (b) 

Figure 4.2: Multi-objective optimization of three-dimensional (D = 3) problem: (a) Pareto set inside 

design variable space; and (b) entire search space mapped to the feature space (×). Note that only the 

Pareto designs for which F2 ≤ –10 dB (○) are of interest. All of them are confined within the red cuboid 

of (a) that is orders of magnitude smaller (volume-wise) than initial space (black cuboid) [106]. 

 

  
             (a)                     (b) 

Figure 4.3: The average minimum distance between the training points, δp, as a function of the number of 

training samples and design variables of the problem at hand: (a) before; and (b) after design space reduc-

tion. Due to narrowing down variable ranges along certain dimensions, δp in (b) obtained for six dimen-

sional problem is comparable to δp in (a) for three dimensional one. Note that dimension “flattening” is 

non-uniform: sixth dimension has been narrowed down the most, whereas fifth dimension has not been 

reduced at all. 
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             (a)                    (b) 

Figure 4.4: Conceptual illustration of the impact of design space reduction on the density of training 

samples (×): (a) initial design space; (b) reduced design space. Note that the problem has been reduced to 

two dimensions (parameter x2 = 10 became fixed). Moreover the design has been flattened along x3 from 

4-20 in (a) to 10-15 in (b). 

4.3.1 Pareto-Dominance Design Space Reduction 

The first technique discussed here allows for identification of a relevant region of the design 

space based on the Pareto-dominance relation (cf. Section 3.1) [106, 204]. The procedure in-

volves two stages. First, allocation of the Pareto front is estimated based on test samples evalu-

ated along the initial space. Then, the region of interest is refined using the optimization algo-

rithm. A more detailed formulation of the method is below. 

Let XI be the initial design space defined by the lower and upper bounds l and u (cf. Section 

2.2.2.1) and XD, defined by the refined bounds lD and uD, be the reduced design space that con-

tains part of the Pareto front being of interest (XD ⊂ XI). In the first stage, the region XD may be 

estimated using the following mechanisms: (i) reduction of the initial search space by rejecting 

regions that coincide with most dominated test samples, and (ii) approximating XD using a set 

XA of designs stored during the algorithm run. In each iteration, a star-distribution-based (cf. 

Section 2.2.2.1) testing set is generated on the faces of XI and evaluated using the low-fidelity 

antenna model Rc. The designs that are the worst in the Pareto sense (i.e., the most dominated 

ones) are rejected together with sub-regions of XI corresponding with them, whereas accepted 

solutions are accumulated in XA. Subsequently, all the designs from XA are ranked and the best 

of them (i.e., ones with qi ≤ 2; cf. Section 3.3.1.2) are utilized to define the bounds of the current 

approximation to XD. The algorithm is terminated if the temporary region of interest XD
*
 remains 

unchanged for three consecutive iterations. 

The discussed algorithm can produce XD
*
 that captures only a small fraction of the Pareto front. 

Therefore, in the second stage XD
*
 is expanded by additional designs obtained from separate 

single-objective optimizations with respect to each objective (cf. Section 4.3.2). The starting 

points for the optimization are selected as follows [204] 

 ( ) ( )( )max
l x u

x  x
r c r

k

c k c c
F R

< <
=  (4.4) 

where xc
(k)

 denote the designs from XA that contribute to XD
*
 and k = 1, …, K is the number of 

design objectives (cf. Section 3.1). The method allows for reducing XD by a few orders of mag-

nitude (volume-wise) in comparison to XI. A block diagram of the algorithm is shown in Figure 

4.5, whereas its operation is illustrated in Figure 4.6. 

0

2

4
5

10

15

5

10

15

20

x
2

x
1

x 3

0

2

4
5

10

15

5

10

15

20

x
2

x
1

x 3



Design of Wideband Antennas By Means of Fast Multi-Objective Optimization 

 

Multi-Objective Antenna Design   51 

 

Figure 4.5: A block diagram of the Pareto-dominance-based design space reduction algorithm.  

 

4.3.2 Sequential Single-Objective Optimizations 

The sequential approach described here is the most versatile design space reduction algorithm 

considered in this dissertation. The method limits the search space to the region determined by 

the extreme Pareto-optimal designs obtained by means of single-objective optimizations, one 

objective at a time.  

The algorithm operates as follows. The extreme Pareto-optimal designs may be determined as 

[106] 

 ( ) ( )( )arg min
l x u

x R x
k

c k c c
F

≤ ≤
=  (4.5) 

where xc
(k)

, k = 1, 2, …, K, denote the optimal low-fidelity model design obtained with respect 

to the kth objective (cf. Section 3.1), whereas l and u are lower and upper bounds of the initial 

design space XI (cf. Section 2.2.2.1). It should be noted that selection of a starting point for the 

first optimization run is not straightforward (in this work it was usually performed based on 

engineering experience). However, subsequent optimizations can start from the previously op-

timized designs.  

Finally, the lower and upper bounds lS and uS of the reduced space (see Figure 4.7) are defined 

as  
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 4.6: Pareto-dominance design space reduction workflow for D = 3: (a)-(c) the first stage of the 

algorithm; (d) XD obtained after the second stage (···). A light-gray area represents a fraction of XI (– –) 

that coincides with the accepted test samples, whereas the temporary region of interest XD
*
 is denoted as 

the solid cuboid. The black and gray circles represent the rejected and over-dominated samples, respec-

tively, whereas the gray squares denote designs spanning XD
*
. The white squares represent the Pareto 

designs obtained by means of single-objective optimization runs. 
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 ( ) ( ) ( ){ }1 2
maxu x , x , x

K

S c c c
= �  (4.7) 

In practice, the refined space XS is only a small sub-region of XI. Consequently, the reliable RSA 

model can be identified within XS using a limited number of training samples [106]. The block 

diagram of the method is shown in Figure 4.8. 

Note that the reduced space may or may not contain the entire Pareto front. This depends on the 

geometry of the latter. Given the typical shapes of Pareto fronts for antenna structures it is howev-

er expected that majority of the front will be accounted for within XS. The problem becomes more 

serious if the discrepancies between the high- and low-fidelity model responses are significant.  
 

 

Figure 4.7: A conceptual illustration of the space reduction procedure for a two-objective problem in 

three-dimensional design space XI. The refined search space XS is constructed using the extreme designs 

xc
(1)

 and xc
(2)

 obtained by respective single-objective optimization runs. 

 

 

Figure 4.8: Design space reduction by means of sequential single-objective optimizations. 
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4.3.3 Rotational Design Space Reduction 

In many situations, the RSA model construction may be expensive even if sequential reduction 

of the design space is performed [205]. For antenna structures described by over a dozen varia-

bles, more than a thousand of training samples may be required to set up an RSA model of ac-

ceptable accuracy (i.e., with relative RMS error below 5%; cf. Section 4.2.1) [146, 183, 211]. 

The reduction strategy described here is an extension of the sequential approach which allows 

for further refinement of the initially reduced space XS (here, referred to as the hypercube or the 

box). The routine is based on an observation that for antenna design problems with two objec-

tives the majority of the Pareto designs is—in practical cases—allocated close to the diagonal of 

the XS. Consequently, space reduction can be achieved by rotating the box with respect to diag-

onal and its further reduction in all dimensions but diagonal one. 

The method works as follows (see Figure 4.9 for conceptual illustration): 

1. Perform initial design space reduction (cf. Section 4.3.2); 

2. Rotate the obtained hypercube along its diagonal; 

3. Perform reduction of the rotated box. 

The rotation step—considered as the key element of the described routine—is performed as 

follows. Let e1 be a unit vector of the standard basis {ed}d = 1,2,…,D associated with the longest 

dimension of the hypercube XS. The aim of the procedure is to find the rotated base vectors ed. 

Let x0 and v be the center of XS and its associated unit vector, respectively. Both can be defined 

as [205] 

 
( ) ( )1 2
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x x
x c c
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=

 

(4.8) 
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(4.9) 

 

where xc
(1)

 and xc
(2)

 are given by (4.5). The space XS is rotated around x0 with respect to a two-

dimensional subspace M spanned by the vectors v and e1, so that the extreme designs xc
(1)

 and 

xc
(2)

 become the centers of its two faces. The subspace M is also spanned by e1 and its orthogo-

nal vector v1 given by 

 

   

     (a)             (b)          (c) 

Figure 4.9: A conceptual illustration of the rotational design space reduction technique. The method can 

be summarized in three steps: (a) initial design space reduction; (b) rotation of the XS along its diagonal; 

and (c) linear reduction of all the dimensions except the diagonal one. Black and gray circles represent the 

extreme Pareto designs obtained using the sequential method and the shape of the Pareto front (see Figure 

4.2), respectively. The rotated box before its reduction is shown as a dashed cuboid. Parameters e1, v and 

θ are defined in the text. 
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(4.10) 

The rotation angle θ of M is defined as 

 
1

cos = v e
Tθ

 
(4.11) 

Then the projection ed 
p
 of ed onto the subspace M and its corresponding normal vector ed

v
 can 

be defined as follows 

 
1 1 1 1

e e e e v v e
p T T

d d d
= +

 
(4.12) 

 
e e e

v p

d d d
= −

 
(4.13) 

It should be noted that e1ed = 0 if the number of dimensions is greater than one (D > 1). The 

rotation is applied only to ed 
p
, whereas ed 

v
 remains intact. The projection ed 

p
 is represented in 

the subspace M as 

 
1 1

e e e v e
T

p T T

d d d
 =    

(4.14) 

The vector ed
v
 is orthogonal to e1, which means that it is parallel to the unit vector v1. Therefore, 

for multidimensional search space (4.14) may be rewritten to 

 
1

0e v e
T

p T

d d
 =    

(4.15) 

The rotation matrix in M is given by 

 cos sin

sin cos
R

θ θ

θ θ

− 
=  
   

(4.16) 

Therefore, the rotated ed
p
 vector in the representation of M subspace is defined as 

 1 11
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The entire vector ed upon rotation is 
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(4.18) 

where, I denotes the identity matrix. The vector ed
rot

 is calculated for d = 2,…, D [205]. It 

should be noted that e1
rot

 = v/||v||. Finally, the overall rotation matrix R  is given by 
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 ( ) ( )1 1 1 1 1 1cos 1 sin sin cos 1R I e e v v e vT T T Tθ θ θ θ   = + − − + + −     
(4.19) 

The size s of the hypercube is 
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where lS and uS are obtained from (4.6) and (4.7), respectively. After the rotation step, the new 

size s
’
 of the box remains the same for all dimensions except s1 which is equal to ||v||/2, that is 
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(4.21) 

In other words, the rotated box XR
*
 is a convex hull of the vectors sd

’
ed

rot
 shifted by x0. The rota-

tion of the initially reduced search space XS is conceptually shown in Figure 4.9(b). 

At the last step of the process, the rotated search space XR is obtained by reduction of XR
*
 in all 

dimensions except s1 (see Figure 4.9(c)). The appropriate scaling rate can be found iteratively 

by comparing the Pareto sets obtained within the box with gradually reduced size until their 

contraction is noticeable. This approach, however, limits the potential benefits of the rotation 

step because it involves sampling of the regions that should be excluded. Instead, the rotated 

space can be scaled by a priori defined factor. Unfortunately, its determination is not straight-

forward, as for too large reduction a part of the Pareto front may not be captured within XR. Too 

small coefficients, however, will result in sampling of the space regions that are away from XP. 

Thus, the appropriate scaling is a trade-off between the cost of RSA construction and possible 

discrepancy between the Pareto set estimated in XR and the actual Pareto front. 

Here, a series of numerical experiments has been performed to estimate a reasonable space re-

duction factor. The tests involved multi-objective optimizations of three antennas with three, 

six, and sixteen geometrical variables [64, 205]. Various scaling ratios have been tested and 

Pareto sets corresponding to them have been compared with the ones obtained in the initially 

reduced hypercube XS. It has been assumed that the scaling ratio is acceptable if the discrepan-

cies between the Pareto sets (expressed in terms of the reflection coefficient) from XS and XR, 

respectively, are below 0.5 dB. The results shown in Figure 4.10 indicate that the Pareto sets are 

sufficiently close to each other for the reduction factor of 3. Assuming a relatively small rotation 

angle, this coefficient allows for reducing the volume of XR by a factor 3
D – 1

 compared to XS 

[205]. Consequently, the number of samples required for the RSA model preparation may be 

considerably limited which reduces the overall computational cost of the multi-objective opti-

mization. It should be emphasized that rotational space reduction does not involve any numeri-

cal overhead compared to the method of Section 4.3.2. The operation of the technique for a 

problem with three design variables is illustrated in Figure 4.11.  

4.3.4 Design Space Confinement 

Space reduction techniques described in the previous sections are well suited for problems with 

two objectives. Furthermore, sequential technique of Section 4.3.2 is also suitable for problems 

with larger number of objectives. Obviously, for the antenna at hand, the cost of the method is 

proportional to the number of considered objectives. Also, for problems with three and more 

objectives, the size of the reduced box obtained using the approach is typically larger than for 

two objective design tasks. This increases the cost of data acquisition. At the same time, the 

Pareto front is allocated in a certain region of the reduced space XS (see Figure 4.12). In such a 

case, large amount of training data utilized for construction of RSA model in XS will be away 

from XP. 



Design of Wideband Antennas By Means of Fast Multi-Objective Optimization 

 

Multi-Objective Antenna Design   57 

   
    (a)                    (b)                  (c) 

Figure 4.10: A comparison of Pareto fronts generated within XS and XR for problems with: (a) three; (b) 

six; and (c) sixteen variables. The violet area represents acceptable deviation of reduced Pareto fronts 

around XS. The rotated space is scaled down by factors of 2, 3 and 5. The Pareto set obtained for ratio of 5 

violates the 0.5 dB margin. In (c), the front obtained for factor of 3 slightly violates the assumed 0.5 dB 

margin. Note that in (c), the Pareto set obtained in XS is shorter than the ones within the rotated spaces, 

which indicates that a number of optimal solutions are outside XS. 

 

  
              (a)                              (b) 

Figure 4.11: A visualization of solutions within the initially reduced design space (gray ×) and the rotat-

ed space scaled down by a factor of 3 (black ×): (a) three-dimensional design space; and (b) two-

dimensional feature space. Note that the rotation allows for considerable reduction of the design space 

while the feature space responses are shifted towards the Pareto front. 

 

The problem related to precise identification of the Pareto front for problems with more than 

two objectives can be addressed by means of a space confinement technique [177]. The idea 

behind the method is that the RSA model constructed within XS can be utilized for rough identi-

fication of the design space region containing a part of the Pareto front which is of interest.  

The algorithm works as follows. Let XF be the feasible subset of the Pareto-optimal set obtained 

within the initially reduced search space XS (see Section 4.3.2) [177] 
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(4.22) 

The confinement procedure aims at identifying a set of unit vectors vd, d = 1, …, D (cf. Section 

4.3.3), as well as positive dp1.d and negative dp2.d (d = 1, …, D) dimensions defining the confined 

space XC. The dimensions are defined with respect to the center point 
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(4.23) 

Assume that the vectors v1, …, vd–1 are known. Then, let [177] 

 { }( )1 1
\spanR v , ,vD

d d
M −= �  (4.24) 

be the orthogonal complement of the D-dimensional Euclidean space R
D
 and the subspace 

spanned by v1 through vd–1. Note that M
d
 = R

D
 for d = 1. The unit vector vd is found as the direc-

tion at which the diameter of the orthogonal projection of XF – {xh} onto Md, Pd(XF –{xc}) 

reaches its minimum, i.e., 

 { }( )( )arg min
v

v x ,v
d

d d F h
M

G P X
∈

= −  (4.25) 

where the diameter G of a set Y in the direction of v, G(Y,v), is given by 

 ( ) { } { }max min
yy

,v v y v y
T T

YY
G Y

∈∈
= −  (4.26) 

Having the vectors vd, one can determine the sizes sp1.d and sp2.d of the confined search space XC 
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x
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F
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p .d d
X∈

= −  (4.28) 

The positive and negative dimensions obtained from (4.27) and (4.28), respectively, determine 

the maximum distance between the center point xh and the points from XF along the directions 

of the vectors vd. It should be noted that the point xh may not be the center of the confined space 

XC and thus both, positive and negative sizes have to be determined. A conceptual illustration of 

the technique is shown in Figure 4.12. 

The space confinement algorithm can be summarized as follows (see also Figure 4.13): 

1. Perform the initial design space reduction; 

2. Construct the RSA model within XS using sparsely sampled EM data; 

3. Find the Pareto-optimal set within XS using MOEA; 

4. Confine the design to the region containing Pareto-optimal designs; 

5. Identify the new RSA model RsC inside the confined space XC. 

Typically, the confined space XC is significantly smaller than XS. Moreover, the reduction rate is 

expected to increase with dimensionality of the design problem. The method, however, involves 

sampling of the initially reduced space which contributes to the overall cost of the space reduc-

tion process. On the other hand, the confinement technique allows for obtaining the RSA model 

with cost/accuracy ratio that is unattainable in the initially reduced space. 

4.3.5 Space Reduction Using High-Fidelity Model Data 

Interpolation models are utilized in this work not only to facilitate generation of the initial Pare-

to front through MOEA-based optimization but also to speed up the refinement stage. In some 

cases, the discrepancies between the low- and high-fidelity models may be significant. Large 
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misalignment between models limit the usefulness of the RSA for refinement because the high-

fidelity Pareto-optimal designs may be allocated outside the reduced box. This problem is in-

herent to each space reduction method considered in this work. It can be mitigated by utilization 

of high-fidelity model designs for space reduction (see Figure 4.14 for illustration). 

The procedure is as follows. Let xf
(k)

, k = 1, 2, …, K, be the optimal high-fidelity model design 

obtained with respect to the kth objective. The xf
(k)

 designs can be used together with the low-

fidelity ones (see Section 4.3.2) to define the lower lS
*
 and upper uS

*
 bounds of the corrected 

reduced search space XSr [106, 146] 

( ) ( ) ( ) ( ){ }1 1
minl x , x , x , x

K K

Sr c c f f
= � �  (4.29) 

( ) ( ) ( ) ( ){ }1 1
maxu x , x , x , x

K K

Sr c c f f
= � �  (4.30) 

It should be noted that identification of the extreme high-fidelity designs increases the cost of 

design space reduction process. On the other hand, it allows obtaining more accurate representa-

tion of the high-fidelity Pareto front. Conceptual illustration of the method is shown in Figure 

4.15. 

 

 
              (a)                              (b) 

 
              (c)                              (d) 

Figure 4.12: Conceptual illustration of the space confinement technique: (a) the initial Pareto set obtained 

within XS and (b) its feature space representation. Black and gray dots represent the feasible (i.e., those 

with in-band reflection below –10 dB) and the infeasible designs, respectively. The confined space XC: (c) 

a design space hypercube of minimal possible volume that contains all feasible Pareto designs; and (d) 

representation of the optimal set in the feature space. The dimensions sp1.d and sp2.d (here, d = 1, 2, 3) of 

the XC are obtained with respect to the hub point (■). Unit vectors are v1, v2, and v3. 
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Figure 4.13: A block diagram of the design space confinement technique. 

 

     
(a)                                              (b) 

Figure 4.14: A design problem with two objectives: (a) the high- (■) and low-fidelity (●) extreme Pareto 

designs; and (b) the Pareto sets obtained by optimization of Rf (■) and Rc (●) models, respectively. Due to 

discrepancies between responses of both models, Rf extreme designs are located outside XS. Consequent-

ly, portion of Rf Pareto set is away from the true Pareto front (see Section 5.1). 

 

 
Figure 4.15: Corrected refined search space XSr constructed for a two-objective design problem – illustra-

tion. 
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4.4 Pareto Set Refinement 

The algorithm presented in Figure 4.1 allows for obtaining Pareto-optimal designs through 

MOEA-based optimization of the RSA model. On the other hand, the resulting Pareto set is 

merely an approximation of the true Pareto front [64]. Its high-fidelity model-based representa-

tion can be obtained by means of refinement procedures. Here, two methods for correction of 

the initial Pareto set to the high-fidelity model level are considered: (i) response correction-

based refinement and (ii) co-kriging-based refinement. More detailed description of both tech-

niques is given below. 

4.4.1 Pareto Set Refinement Using Response Correction 

The first refinement approach described here allows for step-by-step construction of the high-

fidelity Pareto set [64, 106]. In each iteration, the process begins from the designs selected 

along the initial Pareto set. Let xs
(j)

, where j = 1, …, J, denote the selected designs found by 

MOEA. The chosen xs
(j)

 solutions are refined using the output space mapping algorithm [178]. 

The OSM correction term is defined as follows (for a general description of the algorithm see 

Section 2.2.3.1) [185] 

 ( ) ( ) ( )( ) ( )( )( ). 1 . .

1arg min
x

x R x R x R x
j i j i j i

f s f s s sF
+  = + −

 
 (4.31) 

subject to 

 ( ) ( )( ).
x x

j i

k k s
F F≤  (4.32) 

where k = 2, …, K. The block diagram of the algorithm is illustrated in Figure 4.16. The correc-

tion process (4.31) aims at minimizing the objective F1 for each design xf
(j)

 without degrading 

the remaining objectives as compared to xs
(j)

. In practice, the constraint in (4.32) is often con-

trolled using a penalty function. The surrogate model Rs is corrected using the OSM term 

Rf(xs
(j.i)

) – Rs(xs
(j.i)

), so that it coincides with Rf at the beginning of each iteration (here, the start-

ing point xf
(j.0)

 = xs
(j)

) [180]. Usually two to three iterations of (4.31) are required to find the 

refined high-fidelity model design xf
(j)

. The procedure is repeated for all selected samples, so 

that the high-fidelity representation of the Pareto front is obtained. This set is the final outcome 

of the multi-objective optimization process [64, 106, 146].  

Note that because of discrepancies between Rf and Rs it is rather unlikely to produce high-

fidelity responses of all selected Pareto-optimal designs in close vicinity to the initial Pareto set. 

This is due to limited generalization of the RSA model. Nonetheless, at least shapes of the low- 

and high-fidelity Pareto fronts should resemble each other [64, 106]. The refinement of selected 

initial Pareto-optimal design is conceptually illustrated in Figure 4.17. 

4.4.2 Pareto Set Refinement Using Co-Kriging 

An alternative approach to the initial Pareto-optimal set refinement exploits co-kriging interpo-

lation (cf. Section 2.2.3.2). The method is based on iterative enhancement of the surrogate mod-

el Rs (here, Rs(x) = RCO(x)) using the high-fidelity samples and its further re-optimization using 

MOEA so that the resulting Pareto set becomes more and more accurate representation of Rf 

[183, 208]. 

The correction algorithm considered here can be summarized as follows (see also Figure 4.18):  

1. Construct/update the co-kriging surrogate Rs; 

2. Optimize Rs using MOEA to obtain Pareto-optimal set; 

3. Evaluate Rf at J locations selected along the current Pareto front representation; 

4. Stop if termination condition is satisfied; otherwise go to Step 1. 
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Figure 4.16: Block diagram of the response-correction-based Pareto-optimal set refinement technique. At 

the first step, J designs are selected along the initial Pareto front representation. Subsequently, each de-

sign is refined using the SBO routine. The process is repeated for all selected designs. 

 

 

Figure 4.17: Pareto set refinement using response correction (K = 2). Initial representation of the Pareto 

front (×) is refined at J (here, J = 8) designs (+). The Rf model representation of (+) before correction is 

denoted as (□), whereas corrected designs are marked with (○). 

 

In the first iteration of the algorithm the surrogate is a kriging model constructed using the Rc 

training data (cf. Section 2.2.3.2). In the next iterations, the Rf samples selected along the Pareto 

set are incorporated into co-kriging surrogate so that its accuracy along the Pareto front increas-

es. Considering the two-dimensional feature space, evaluation of J = 10 high-fidelity designs 
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per iteration is usually sufficient for the refinement of the co-kriging model [183]. Normally, 

two to three iterations of the above procedure are sufficient to obtain an accurate representation 

of the high-fidelity Pareto-optimal set [183, 208]. The convergence criterion for the algorithm is 

defined as reflection-wise discrepancy between Rf and Rs at selected designs (see Figure 4.19). 

In this work the threshold value is set to 0.5 dB. 

The co-kriging-based refinement is computationally efficient because it aims at improving the 

predicting capabilities of the Rs model only in the vicinity of the Pareto front rather than in the 

entire search space. It should be noted that, for the same number of Rf samples evaluated in each 

iteration, the numerical costs of co-kriging and response correction technique are comparable. 

On one hand, the latter is simpler to implement. On the other hand, co-kriging generates an ac-

curate representation of the entire high-fidelity Pareto front, whereas the response correction 

produces a sparse discrete representation of the front. As mentioned before, the co-kriging mod-

el construction is realized using the SUMO (SUrrogate MOdeling) Toolbox [168]. 

 

 
Figure 4.18: Co-kriging-based refinement of the Pareto-optimal set – block diagram. 

 

       
                 (a)                                (b) 

Figure 4.19: Pareto set refinement using co-kriging: (a) at first iteration of the algorithm, the high-fidelity 

representation (□) of the Pareto front (J = 8) obtained for the selected Rs designs (+) violates convergence 

criterion (i.e., maximal allowed discrepancy between Rf and Rs responses, here, marked as violet area); 

(b) the (□) samples are incorporated into co-kriging model and the new Pareto front is obtained. Note that 

high-fidelity representation of the refined front (○) fulfills the convergence criterion. 
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4.5 Comparison of the Methods 

The multi-objective optimization methodology of Section 4.2.1 is validated here based on nu-

merical experiments. The emphasis is put on the investigating the effect of design space reduc-

tion on the algorithm operation. The comparisons concern the influence of the selected reduc-

tion algorithm on the size of the refined search space, the number of data samples required for 

RSA construction, the MOEA performance, the quality of the refined Pareto sets, and the over-

all design optimization cost. Finally, scalability of the multi-objective optimization algorithm 

for different space reduction techniques is discussed. 

The comparison is carried out using three ultra-wideband antennas optimized with respect to 

two design objectives. Specifically, we consider a three-parameter monocone antenna [64], a 

planar six-variable dipole [212] and a planar nine-parameter monopole [157]. The numerical 

experiments are carried out under the following assumptions: 

1. The RSA model is constructed using solely low-fidelity model data; 

2. Data acquisition step is terminated if either the RMS error is below 3% or the number of 

training samples exceeds 2000; 

3. The RMS error is calculated using cross-validation (cf. Section 2.2.2.3); 

4. Pre-/Post-refinement of the RSA model is not performed; 

5. The optimized high-fidelity Pareto front is represented using N = 10 samples; 

Note that the RMS error of 3% or less is considered sufficient for the RSA model to be practi-

cally useful for design optimization purposes. On the other hand, handling too large amounts of 

training data may lead to numerical problems in model identification [205]. 

Comparative study is performed with respect to two objectives: F1(x) – minimization of the 

antenna reflection |S11| within the frequency band of interest, and F2(x) – reduction of the anten-

na size defined as a rectangle (or cuboid) V(x) containing the structure at hand. The lower and 

upper frequencies of the considered bandwidth are fL = 3.1 GHz and fH = 10.6 GHz (UWB 

range), respectively. The objectives are defined as 

 ( ) ( ){ }1 11
max :   x x,

L H
F S f f f f= ≤ ≤  (4.33) 

 ( ) ( )2
F V=x x  (4.34) 

Normally, one is only interested in this part of the Pareto front for which the maximum in-band 

reflection of the antenna structure at hand does not exceed St = –10 dB. Therefore, design space 

reduction takes this into account by constraining the single-objective optimization problems 

(4.5) (with respect to objectives other than antenna reflection) only to designs that satisfy the 

aforementioned condition. An appropriate constraint can be rigorously formulated as c(x) ≤ 0 

with c defined as 

 ( ) ( ){ }11
max :   

L H t
c S f f f f S= ≤ ≤ −x x,  (4.35) 

The reduction rate (volume-wise) of the refined search space with respect to the initial one can 

be calculated as follows 

 

1

d
k

k

χ δ
=

= ∏  (4.36) 

where δ
k
, k = 1, 2, …, d, is given by 
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 if 0

1 otherwise

k k k k

k r r
p p p p

δ
 − − >

= 


 (4.37) 

Here, p
k
 and pr

k
 denote range of the initial and reduced design spaces along the dimension k. It 

should be noted that (4.37) allows for calculating the space reduction factor χ even if certain 

dimensions are narrowed down to zero (see also Section 4.3). 

The following space reduction routines are compared: (i) the Pareto ranking method (cf. Section 

4.3.1); (ii) the sequential optimization approach (cf. Section 4.3.2); (iii) the corrected sequential 

method (cf. Section 4.3.5); and (iv) the rotational space reduction technique (cf. Section 4.3.3). 

The algorithm of Section 4.2.1 is also executed within the initial space XI, to obtain the refer-

ence results. It should be noted that the extreme Pareto-optimal designs are obtained using the 

pattern search algorithm. Formulation of the latter can be found in [213]. The design space con-

finement technique of Section 4.3.4 is not considered here. The reason is that it is designed for 

problems with more than two objectives. Also, the method involves two data acquisition steps 

and thus it is of limited efficiency if two-objective tasks are considered. However, in Section 

5.5, the performance comparison of confinement and sequential methods for three objective 

design problem is provided. 

All computations have been performed on a microserver unit with two Intel Xeon E5540 pro-

cessors (8 threads per CPU) and 6 GB of RAM. The electromagnetic models of the considered 

antenna structures are implemented in CST Microwave Studio and simulated using its transient 

solver [149]. Moreover, the algorithms for design space reduction, data acquisition, construction 

and evaluation of RSA models, as well as their further refinement are implemented in 

MATLAB [206]. 

4.5.1 Simulation Model Setup 

Appropriate setup of the low- and high-fidelity models is the key for successful surrogate-

assisted optimization [141]. Computational cost and accuracy of the EM model primarily de-

pends on the mesh discretization density. In this work, both the low- and high-fidelity EM mod-

els are selected manually based on analysis of antenna responses at two different designs. A 

more detailed discussion on simulation setup for physics-based models can be found in Section 

2.2.1. 

4.5.2 UWB Monocone – Design and Optimization Setup 

The first benchmark design is a UWB monocone antenna shown in Figure 4.20. The structure is 

composed of a cone-shaped driven element situated on a conductive plate. The radiator is termi-

nated by a hemisphere [64]. The antenna is fed from the bottom through a 50 ohm coaxial line. 

The design variables considered for optimization are x = [z1 z2 r1]
T
. The relative parameter is r2 

= (r1
2
 – (z1 + z2)

2
)

0.5
, whereas r0 = 0.635 remains fixed in order to provide 50 ohm input imped-

ance. The unit of all dimensions is mm. The initial design space XI is defined using the arbitrari-

ly selected bounds: l = [0 8 10]
T
 and u = [1.5 20 23]

T
, as well as the constraint z1 + z2 ≤ r1 – 0.25, 

imposed to ensure physical consistency of the structure. 

The appropriate discretization levels of the low-fidelity antenna model Rc and its high-fidelity 

counterpart Rf are selected manually based on responses obtained for the two test designs  

xt1 = [1 15 19]
T
 and xt2 = [0.5 14 16]

T
 (cf. Section 4.5.1). The reflection characteristics obtained 

for various mesh densities are shown in Figure 4.21. The high-fidelity model Rf contains 

~1,400,000 hexahedral mesh cells with a typical simulation time of 23 min. The low-fidelity 

model Rc consists of ~33,000 cells. Another simplification of the model includes representation 

of metal as a perfect electrical conductor (cf. Section 2.2.1). Its average evaluation time is 33 s, 

so that it is 42 times faster than Rf. The cross-section visualization antenna models with selected 

mesh densities are provided in Figure 4.22. 
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           (a)              (b) 

Figure 4.20: A UWB monocone antenna [64]: (a) 3D visualization; (b) cross-section view with high-

lighted geometrical details. 

 

 
              (a)                                        (b) 

Figure 4.21: Reflection responses of the low- (– –) and the high-fidelity (–––) antenna models at the 

designs: (a) xt1; and (b) xt2. 

 

 
(a)                            (b) 

Figure 4.22: Cross-section mesh visualization for selected discretization levels of UWB monocone: (a) 

the low-; and (b) the high-fidelity model. 
 

The design objectives are (4.33) and (4.34). The volume V(x) is defined as a cuboid A × B × C, 

where A = B = 2r2 and C = z1 + z2 + r2, respectively. 

 Design Space Reduction 4.5.2.1

The setup of the space reduction algorithms under comparison is as follows. For the algorithm 

(i), the maximum number of pattern search-driven simulations is set to 200 per objective, 

whereas the acceptable domination rank of the selected samples is two. For algorithm (ii), the 

maximum number of model evaluations is 500 per objective. The scaling factor in method (iv) 

is set to 3, whereas the maximum number of the low-fidelity model simulations during refine-

ment of the extreme Pareto samples in technique (iii) is 300. The starting point for the design 

space reduction algorithms is defined as the center of the initial search space. The design bounds 

of the reduced space regions XD, XS and XSr obtained using algorithms (i), (ii) and (iii) are: l
(i)

 = 

[0.3 11.38 9.8]
T
 and u

(i)
 = [0.81 14.72 23]

T
; l

(ii)
 = [0.01 12.75 14.09]

T
 and u

(ii)
 = [0.35 12.99 
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19.79]
T
; l

(iii)
 = [0.01 12.25 14]

T
 and u

(iii)
 = [0.35 12.99 19.79]

T
, respectively. The reduced search 

space XD is 10 times smaller (volume-wise) than the initial space XI (cf. Section 4.5.2). It has 

been obtained after 28 Rc evaluations of the first stage and 120 Rc simulations of the second 

stage of (i). The volume-wise reduction factor χ of XS is almost 500. It should be noted that in-

corporation of both the high- and low-fidelity Pareto designs results in enlargement of XSr with 

respect to XS. Nonetheless, its reduction factor χ is still almost 160. Finally, algorithm (iv) al-

lows for obtaining XR characterized by the most significant reduction factor χ (almost 4500) as 

compared to XI. It should be noted that XR is rotated, thus it cannot be described using low-

er/upper bounds. The parameters of extreme Pareto designs and detailed data on space reduction 

rates of the algorithms are provided in Table 4.1. The frequency responses of the obtained de-

signs are shown in Figure 4.23. It should be emphasized that for algorithms (ii)-(iv), the low-

fidelity extreme designs are obtained by means of the sequential approach and thus they are the 

same. 

The methods have also been compared in terms of the numerical cost (see Table 4.2). The re-

sults indicate that the algorithm (i) required a total of 148 Rc model evaluations (about 1.4 hour 

of CPU-time). The number of low-fidelity model simulations required by the algorithm (iii) is 

465, whereas (ii) and (iv) involved 256 Rc simulations. Moreover, additional 4 Rf simulations 

are necessary to refine the responses in (iii). The total CPU-time of (ii) and (iii) is about 2.4 

hours (over 1.7 times the cost of (i)) and 5.8 hours (almost 4.3 times more than (i)), respective-

ly. Note that the cost of (ii) and (iv) is the same since rotation of the search space does not in-

volve any additional Rc evaluations. 

 

 
              (a)                              (b) 

Figure 4.23: Antenna responses at the extreme Pareto-optimal designs obtained using the selected space 

reduction routines: (a) xc
(1)

 – optimum w.r.t. objective F1; and (b) xc
(2)

 – optimum w.r.t. objective F2. The 

high-fidelity model response is denoted by (····). 
 

 
TABLE 4.1: COMPARISON OF ALGORITHMS – SPACE REDUCTION RATE 

Reduction 

Method 

Low-Fidelity 

 Corner Designs 

High-Fidelity 

Corner Designs 

Size of the  

Search space 

[mm3] 

Space  

reduction 

χ Design z1      z2      r1 Design z1      z2      r1 

Initial space XI –– –– –– –– 230.1 –– 

Algorithm (i) 
xc

(1) 

xc
(2) 

0.30 14.72 23.00 

0.81 11.38  9.80 
–– –– 22.29 10.323 

Algorithm (ii) 
xc

(1) 

xc
(2) 

0.35 12.99 19.79 

0.01 12.75 14.09 
–– –– 0.463 497.25 

Algorithm (iii) 
xc

(1) 

xc
(2) 

0.35 12.99 19.79 

0.01 12.75 14.09 

xf
(1) 

xf
(2) 

0.35 12.99 19.79 

0.17 12.25 14.00 
1.458 157.88 

Algorithm (iv) 
xc

(1) 

xc
(2) 

0.35 12.99 19.79 

0.01 12.75 14.09 
–– –– 0.052 4463.5 
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TABLE 4.2: COMPUTATIONAL COST OF THE ALGORITHMS 

Reduction 

method 

Number of Algorithm 

Evaluations 

Total Num-

ber of Evalu-

ations 

CPU-time 

Absolute [min] Relative to Rf Σ [Rf] Σ [h] 

Algorithm (i) 

Stage 1 

Stage 2 

 

F1(x): 

F1(x): 

F2(x): 

28 

77 

43 

Rc 

Rc 

Rc 

148 Rc 

15.4 

42.4 

23.7 

0.67 

1.84 

1.03 

3.54 1.36 

Algorithm (ii)  
F1(x): 

F2(x): 

83 

173 

Rc 

Rc 
256 Rc 

45.7 

95.2 

1.98 

4.14 
6.12 2.35 

Algorithm (iii) 

Step 1! 

 

Step 2# 

 

 

 

F1(x): 

F2(x): 

F1(x): 

 

F2(x): 

 

83 

173 

34 

1 

175 

3 

Rc 

Rc 

Rc 

Rf 

Rc 

Rf 

465 

4 

Rc 

Rf 

45.7 

95.2 

18.7 

23.0 

96.3 

69.0 

1.98 

4.14 

0.81 

1.00 

4.18 

3.00 

15.11 5.79 

Algorithm (iv)  
F1(x): 

F2(x): 

83 

173 

Rc 

Rc 
256 Rc 

45.7 

95.2 

1.98 

4.14 
6.12 2.35 

!  Initial design space reduction (cf. Section 4.3.2) 
# Refinement of Rc extreme points using SBO 

 

 Data Acquisition 4.5.2.2

Data acquisition is arranged here as an iterative procedure that involves the following mecha-

nisms. Initially the search space is sampled using the selected design of experiment technique 

(cf. Section 2.2.2.1). Then, the low-fidelity EM antenna model is evaluated at the selected 

points. Finally, the cross-validation of the surrogate model constructed using the acquired train-

ing data is performed. The process is repeated until desired accuracy of the RSA model is ob-

tained or the maximum allowed number of samples is reached. Since the antenna contains only 

three variables, enlargement of the training set by 10 samples per iteration is considered suffi-

cient. Data points are generated using LHS algorithm. Here, the infill data points are allocated to 

ensure uniform distribution of the entire data set [164]. As mentioned before, the target relative 

RMS model error is 3 percent. 

The key data concerning the number of samples required for construction of an accurate RSA 

model are gathered in Table 4.3. It should be noted that the refinement of the search space dra-

matically reduces the number of samples needed for RSA identification. A total of 600 Rc simu-

lations have been performed within XI to obtain the model with the RMS error of 2.9%, whereas 

the RSA model of similar accuracy has been identified within XD (algorithm (i)) using only 160 

samples. A tremendous reduction of the computational cost has been observed for design spaces 

generated using the algorithms (ii), (iii) and (iv). The RSA models have been identified within 

these space regions using only 30, 40 and 20 evaluations of the low-fidelity model Rc, respec-

tively. Moreover, their RMS errors are below 1.5% which is over 50% less than the assumed 

threshold. At the same time, the average minimum distance between the samples δp is similar 

for all considered design spaces. It should be emphasized that construction of the RSA models 

in the refined regions of the space allows for reduction of the data acquisition cost by up to 30 

times compared to XI. 

The convergence plots (i.e., model accuracy versus number of training samples) for the consid-

ered RSA models are shown in Figure 4.24. The local non-monotonicity of the curves is due to 

a relatively high variance of the cross-validation scheme.  
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Figure 4.24: Convergence plots of response surface approximation models constructed within initial and 

refined search spaces. 

 

TABLE 4.3: KEY INFORMATION ON THE DATA ACQUISITION STEP 

Selected  

Solution  

Space 

Number of 

Training  

Samples 

RMS Error 

of the RSA  

Model [%] 

Average Minimal 

Distance Between 

Samples 

Training Set  

Size Reduction 

Ratio 

Initial space XI 600 2.86 0.43 –– 

Algorithm (i) 160 2.97 0.32 3.75 

Algorithm (ii) 30 1.49 0.19 20 

Algorithm (iii) 40 1.48 0.17 15 

Algorithm (iv) 20 0.33 0.16 30 

 

 MOEA Optimization 4.5.2.3

The multi-objective evolutionary algorithm exploits mechanisms such as fitness sharing, elit-

ism, mating restrictions and Pareto-dominance tournament selection (see Section 3.3.1 for a 

detailed description). The algorithm setup is mostly based on the rules of thumb derived from 

the literature [105, 114, 188, 193, 199]. It is as follows (see also Section 3.3.1) 

− probability of mutation: 20%; 

− probability of recombination: 70%; 

− linear sharing function (γ = 1); 

− dynamically determined sharing range σr; 

− proximity of individuals allowed for mating: σp = 3σr. 

It should be emphasized that MOEA optimization is performed using a fast RSA and thus the 

cost of algorithm operation is low, even for large number of model simulations. Here, the num-

ber of iterations I and the population size N are set to 50 and 500 (a total of 25000 evaluations 

of the Rs), respectively. For such a setup, the optimization cost is up to 90 s of the CPU-time 

which is very low comparing to other steps of the discussed multi-objective procedure, e.g., the 

CPU-time of space reduction is the order of hours. Thus, the cost of MOEA optimization is 

neglected. 

The initial Pareto sets obtained for each search space region are shown in Figure 4.25, whereas 

their key parameters are gathered in Table 4.4. The results indicate that XI and XD (algorithm (i)) 

are redundant because their corresponding Pareto sets ranges are up to –6 dB with respect to F1. 

The comparison has been performed with respect to relevant fractions of the Pareto sets (i.e., 

with reflection below –10 dB). Note that shape of the Pareto front obtained using algorithm (i) 

is slightly different than the others. The reason is that the search space bounds of (i) only par-

50 100 150 200 250 300 350 400 450 500 550 600
0

5

10

15

20

25

30

35

Number of samples

M
o

d
el

 R
M

S
 e

rr
o

r 
[%

]

 

 

Initial space

Algorithm (i)

Algorithm (ii)

Algorithm (iii)

Algorithm (iv)

10 20 30 40 50 60

1

3

5



Design of Wideband Antennas By Means of Fast Multi-Objective Optimization 

 

70 Multi-Objective Antenna Design 

tially overlap with the design spaces obtained using the remaining algorithms. The Pareto sets 

from XI and search space regions determined using algorithms (ii)-(iv) resemble each other 

which means that they accurately captured the region of interest within XI. The largest changes 

of antenna responses with respect to F1 and F2 (denoted as ∆F1 and ∆F1, respectively; cf. Table 

4.4) of 9.6 dB and 18500 mm
3
 (almost 81% of the volume change), respectively, can be ob-

served for the initial space. The smallest variability (9.3 dB along F1 and 16800 mm
3
 along F2) 

is obtained within (iii). At the same time, the Pareto fronts from XI and XSr (algorithm (iii)) ex-

hibit the smallest discrepancy expressed as the average distance with respect to the selected 

design objective dIS(Fk). In other words, misalignment between Pareto sets from XI and XSr is 

the smallest among the obtained ones. 

It should be noted that the stochastic nature of MOEA affects the optimization process. On one 

hand, the quality of the initial Pareto set is not critical when SBO-based correction is considered 

because the selected Pareto designs are merely starting points during refinement to the Rf model 

level. On the other hand, MOEA optimization is one of the steps in co-kriging-based model 

correction loop and poor algorithm setup may affect the quality of the high-fidelity Pareto set. 

Therefore, statistical analysis of the algorithm has been performed to evaluate influence of the 

model setup on the optimization results (cf. Appendix A1). Obtained results indicate that for I = 

50 and N = 500 the variability of the Pareto sets is minor. 

 

TABLE 4.4: KEY PROPERTIES OF THE OBTAINED PARETO SETS 

Design  

Space 

Objective F1 Objective F2 

min(F1) 

[dB] 

max(F1) 

[dB] 

∆(F1) 

[dB] 

dIS(F1) 

[dB] 

min(F2) 

[mm3] 

max(F2) 

[mm3] 

∆(F2) 

[mm3] 

∆(F2) 

[%] 

dIS(F2) 

[mm3] 

Initial Space XI –19.6 –10.0 9.6 –– 4400 22900 18500 80.8 –– 

Algorithm (i) –19.6 –10.1 9.5 0.5 4700 23000 18300 79.6 1372 

Algorithm (ii) –19.5 –10.1 9.4 0.3 5200 22800 17600 77.2 557 

Algorithm (iii) –19.4 –10.1 9.3 0.1 5100 21900 16800 76.7 282 

Algorithm (iv) –19.5 –10.3 9.3 0.3 5200 22200 17000 76.6 603 

 

 

 
Figure 4.25: A comparison of the Pareto sets obtained within initial and refined search spaces.  
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 Pareto Set Refinement 4.5.2.4

Here, response correction (cf. Section 4.4.1) and co-kriging (cf. Section 4.4.2) refinement of the 

initial Pareto-optimal sets are described. The first method has been applied to N = 10 design 

samples evenly selected along the obtained Pareto designs. Only the samples for which F1(x) ≤ 

–10 have been considered. The correction procedure has been terminated after three iterations. 

The responses of the Rs and Rf designs are compared in Figure 4.26. The geometrical details of 

the refined samples are gathered in Table 4.5. It should be noted that the high-fidelity designs 

obtained in XD (algorithm (i)) are different than the remaining ones (see Figure 4.26(b)). The 

reason is that they are found in another region of the search space (cf. Section 4.5.2.1). Nonethe-

less, F1 and F2 discrepancies between the Pareto fronts obtained in XD and the remaining regions 

of the design space are below 1 dB, and 1500 mm
3
, respectively.  

For the co-kriging, similarly as for response correction, the design samples have been selected 

evenly along Pareto sets and the procedure has been terminated after three iterations. A compar-

ison of the corrected representations of the Pareto sets and the high-fidelity designs evaluated 

along them is shown in Figure 4.27. The results indicate very good agreement with the Pareto 

front obtained using the response correction technique. The geometrical details of the selected 

high-fidelity designs are collected in Table 4.6. It should be noted that the shapes of all high-

fidelity Pareto sets are similar. Moreover, maximum discrepancy between the samples selected 

from the co-kriging-based sets and their Rf counterparts is below 0.5 dB. 

The computational costs of both refinement techniques are comparable. The most notable dif-

ference between both approaches is that response correction refines only the selected set of 

samples whereas co-kriging allows for correction of the entire Pareto front. Thus, co-kriging 

provides more comprehensive information about the considered antenna structure. 

 

TABLE 4.5: RESPONSE CORRECTION REFINEMENT – SELECTED ANTENNA DESIGNS 

  Selected Pareto-optimal designs 

  xf
(1) xf

 (2) xf
 (3) xf

 (4) xf
 (5) xf

 (6) xf
 (7) xf

 (8) xf
 (9) xf

 (10) 

In
it

ia
l 

S
p

ac
e 

X
I 

F1 [dB] –9.89 –11.22 –13.10 –14.16 –15.41 –16.59 –17.84 –17.62 –18.47 –19.37 

F2 [mm3] 4491 5950 8636 10639 12748 14801 16925 18967 21018 22876 

z1 0.49 0.00 0.06 0.10 0.14 0.19 0.23 0.30 0.34 0.35 

z2 10.81 11.50 12.07 11.68 11.74 12.07 12.58 12.96 12.96 12.99 

r1 13.07 13.86 15.26 15.85 16.59 17.36 18.15 18.83 19.34 19.79 

A
lg

o
ri

th
m

 

(i
) 

F1 [dB] –10.58 –11.49 –12.36 –13.58 –14.74 –15.98 –17.16 –17.67 –18.48 –19.39 

F2 [mm3] 4882 6946 8905 10998 13001 15036 16930 19104 21054 22922 

z1 0.32 0.30 0.31 0.30 0.30 0.30 0.30 0.31 0.34 0.35 

z2 11.47 11.84 11.74 11.48 11.63 11.92 12.38 12.97 12.96 12.99 

r1 13.54 14.61 15.33 15.97 16.69 17.41 18.10 18.87 19.35 19.80 

A
lg

o
ri

th
m

 

(i
i)

 

F1 [dB] –10.12 –12.51 –13.63 –14.47 –15.67 –16.97 –17.95 –17.67 –18.49 –19.35 

F2 [mm3] 5393 7377 9337 10461 13246 15226 17209 19125 21062 22839 

z1 0.01 0.01 0.02 0.01 0.16 0.19 0.24 0.31 0.34 0.35 

z2 12.76 12.77 12.75 12.76 12.76 12.76 12.76 12.97 12.97 12.99 

r1 14.35 15.12 15.82 16.20 17.14 17.73 18.29 18.88 19.36 19.77 

A
lg

o
ri

th
m

 

(i
ii

) 

F1 [dB] –10.19 –12.43 –13.63 –14.91 –15.77 –16.89 –17.91 –17.66 –18.58 –19.37 

F2 [mm3] 5243 7244 9211 11184 13154 15142 17084 19107 21249 22883 

z1 0.02 0.01 0.02 0.07 0.16 0.20 0.23 0.31 0.35 0.35 

z2 12.62 12.37 12.43 12.25 12.25 12.25 12.64 12.97 12.96 12.99 

r1 14.21 14.86 15.62 16.25 16.91 17.52 18.21 18.87 19.40 19.79 

A
lg

o
ri

th
m

 

(i
v

) 

F1 [dB] –10.06 –12.26 –13.34 –14.38 –15.52 –16.72 –17.91 –17.66 –18.47 –19.36 

F2 [mm3] 5163 7089 9186 11133 13051 14993 17164 19063 21040 22394 

z1 –0.04 0.01 0.06 0.10 0.16 0.19 0.23 0.31 0.34 0.35 

z2 12.72 12.75 12.79 12.82 12.84 12.87 12.89 12.95 12.95 12.97 

r1 14.21 15.00 15.80 16.48 17.12 17.70 18.32 18.85 19.35 19.67 
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            (a)                       (b)              (c) 

  
                 (d)                         (e) 

Figure 4.26: Response-correction-based refinement of the selected Pareto designs obtained within: (a) XI; 

and the following reduced regions of the search space: (b) XD (algorithm (i)); (c) XS (algorithm (ii)); (d) 

XSr (algorithm (iii)); and (e) XR (algorithm (iv)). Gray and black crosses denote the initial Pareto set and 

the selected Pareto designs, respectively. The blue circles and black squares are the Rf model responses 

before and after the refinement, respectively. Note that even before the refinement step, the low- and 

high-fidelity model responses are similar which indicates their good correlation. 

 

TABLE 4.6: CO-KRIGING-BASED REFINEMENT – SELECTED ANTENNA DESIGNS 

  Selected Pareto-optimal designs 

  xf
(1) xf

 (2) xf
 (3) xf

 (4) xf
 (5) xf

 (6) xf
 (7) xf

 (8) xf
 (9) xf

 (10) 

In
it

ia
l 

S
p

ac
e 

X
I 

F1 [dB] –10.09 –11.57 –12.81 –14.14 –15.04 –16.51 –17.67 –17.83 –18.59 –19.47 

F2 [mm3] 4053 6048 8034 10021 12044 14016 16000 18028 20037 21672 

z1 0.11 0.03 0.02 0.02 0.15 0.14 0.18 0.22 0.25 0.29 

z2 11.53 11.93 12.17 11.90 12.12 12.62 12.60 12.93 13.39 13.27 

r1 13.07 14.14 15.06 15.68 16.51 17.31 17.88 18.55 19.23 19.58 

A
lg

o
ri

th
m

 

(i
) 

F1 [dB] –9.98 –11.32 –12.01 –13.16 –14.30 –15.54 –16.67 –17.07 –17.84 –18.99 

F2 [mm3] 4487 6440 8310 10324 12252 14242 16160 18093 20037 22002 

z1 0.34 0.32 0.31 0.31 0.31 0.31 0.31 0.31 0.33 0.35 

z2 11.55 11.96 11.55 11.55 12.25 12.39 12.48 12.75 13.39 13.27 

r1 13.42 14.48 15.02 15.77 16.69 17.35 17.93 18.54 19.25 19.68 

A
lg

o
ri

th
m

 

(i
i)

 

F1 [dB] –9.89 –12.17 –13.31 –14.59 –15.77 –16.59 –17.59 –18.21 –18.79 –19.25 

F2 [mm3] 5351 7219 9025 10894 12759 14613 16361 18362 20145 21956 

z1 0.05 0.06 0.04 0.05 0.06 0.10 0.16 0.20 0.26 0.25 

z2 12.81 12.77 12.79 12.79 12.78 12.78 12.78 12.78 12.97 12.97 

r1 14.39 15.08 15.74 16.37 16.96 17.53 18.04 18.58 19.11 19.54 

A
lg

o
ri

th
m

 

(i
ii

) 

F1 [dB] –9.94 –12.16 –13.30 –14.64 –15.88 –16.05 –17.69 –18.19 –18.91 –19.47 

F2 [mm3] 5382 7219 9040 10900 12785 14612 16381 18395 20159 21923 

z1 0.03 0.04 0.05 0.04 0.07 0.24 0.20 0.20 0.23 0.29 

z2 12.82 12.82 12.79 12.80 12.80 12.85 12.77 12.96 12.96 12.95 

r1 14.40 15.10 15.75 16.37 16.98 17.61 18.06 18.65 19.10 19.53 

A
lg

o
ri

th
m

 

(i
v

) 

F1 [dB] –10.00 –12.22 –13.17 –14.17 –15.37 –16.55 –17.68 –17.85 –18.75 –19.44 

F2 [mm3] 5280 7148 8973 10866 12689 14571 16415 18271 20129 21863 

z1 0.01 0.03 0.06 0.10 0.14 0.17 0.20 0.23 0.26 0.29 

z2 12.77 12.77 12.80 12.83 12.84 12.88 12.90 12.92 12.99 12.99 

r1 14.31 15.04 15.73 16.40 17.00 17.58 18.11 18.62 19.11 19.53 
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            (a)                       (b)              (c) 

  
                 (d)                         (e) 

Figure 4.27: Co-kriging-based refinement of the initial Pareto sets in: (a) XI; and the reduced regions of 

the search space obtained using the following algorithms: (b) (i); (c) (ii); (d) (iii); and (e) (iv). Gray and 

black crosses represent the initial Pareto sets and the high-fidelity designs evaluated for verification. 

 

 Optimization Algorithm – Computational Cost 4.5.2.5

A detailed cost breakdown of the optimization process is provided in Table 4.7. The obtained 

results indicate that the compared reduction algorithms exhibit different performance in terms of 

the required number of Rc simulations. The total aggregated cost of antenna optimization within 

the initial space XI corresponds to ~44.3 evaluations of the Rf model which is approximately 17 

hours of CPU-time. Depending on the selected reduction algorithm, the CPU-time of optimiza-

tion varies from 13.9 hours (about 36.2 Rf simulations) for the algorithm (iv) to 17.7 hours (ap-

proximately 46.1 Rf simulations) for the algorithm (iii). For the considered antenna, the compu-

tational savings resulting from optimization in reduced space are up to 20% with respect to XI. 

Based on the statistical analysis of MOEA (cf. Appendix A1), multi-objective optimization of 

the considered antenna require at least few thousands of model evaluations (which is an opti-

mistic estimate). Assuming that the maximum number of MOEA simulations is limited to 5000 

(the lowest number considered in Appendix A1), the estimated cost of direct Rc model optimiza-

tion within XI corresponds to 46 hours of CPU-time. At the same time, direct MOEA optimiza-

tion of the high-fidelity model would require almost 80 days of the CPU-time. 

It should be noted that the use of algorithm (iii) increased the overall optimization cost. The 

reason is that the method involves evaluations of the high-fidelity model. However, the geome-

try of considered antenna is described using only three parameters. It has been shown in the 

following sections that application of (iii) for space reduction of higher dimensional problems 

reduces the cost of multi-objective optimization as compared to direct optimization in XI.  

4.5.3 UWB Dipole – Design and Optimization Setup 

The second benchmark structure is a uniplanar UWB dipole antenna shown in Figure 4.28. The 

structure consists of the tapered driven element and two rectangular parasitic strips [212]. The 

design is fed through a 50 ohm discrete port. The structure is implemented on a 1.58 mm thick 
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Rogers RT5880 dielectric substrate (εr = 2.2, tanδ = 0.0009). The design variables are x = [l0 w0 

a0 lp wp s0]
T
. Parameters a1 = 0.5 and w1 = 0.5 remain fixed (all dimensions are in mm). The 

initial design space XI is defined using l = [10 5 0.5 10 1 0.1]
T
 and u = [20 15 1 15 10 1]

T
. 

Mesh densities of the low- and high-fidelity antenna models are selected based on engineering 

experience (cf. Section 4.5.1). Designs utilized for discretization tests are: xt1 = [11.4 23.3 21 

4.5 4.8 10.2 13.3 39.5 0.6]
T
 and xt2 = [9.1 23.9 21.7 6.8 3.1 9.1 8.4 20.6 1.3]

T
. The model Rf is 

contains ~12,500,000 hexahedral cells and its average simulation time is 20 min. Rc consists of 

~200,000 cells. The low-fidelity model is also simplified by reducing its computational domain, 

representing metallization as perfect electrical conductor and neglecting dielectric losses. A 

typical simulation time of Rc is 38 s (32 times faster than Rf). The cross-section visualization of 

both antenna models with selected discretization levels are illustrated in Figure 4.29, whereas 

the antenna responses for the test designs at both levels of fidelity are shown in Figure 4.30. 

The design objectives are the same as in Section 4.5.2. The antenna footprint (objective F2) is 

defined as V(x) = ws × ls where ws = 2wp + 2s0 + w0 and ls = 2l0 + a1 (see Figure 4.28). 

 Design Space Reduction 4.5.3.1

Description of the space reduction algorithms setup can be found in Section 4.5.2.1. The bounds 

of the reduced regions XD, XS and XSr obtained using algorithms (i), (ii) and (iii) are: l
(i)

 = [14 7.5 

0.65 10.01 1.75 1.05]
T
 and u

(i)
 = [19.5 14.8 1 12.9 7.9 1.45]

T
; l

(ii)
 = [17.09 9.1 0.53 11.78 4.3 

1.02]
T
 and u

(ii)
 = [17.73 13.9 0.73 11.95 6.4 1.42]

T
; and l

(iii)
 = [16.97 9.08 0.53 11.71 4.3 1.02]

T
 

and u
(iii)

 = [17.77 13.9 0.73 12.01 6.4 1.42]
T
, respectively. The volume-wise space reduction 

ratios χ of XD, XS and XSr with respect to XI are 43, 5·10
4
 and 2.2·10

4
, respectively. Note that the 

search space obtained using (iii) is larger than XS. The reduction rate of the rotated space XR 

space determined using (iv) is χ = 1.1·10
7
. The key parameters of the reduced regions of the 

space, including detailed dimensions of the extreme Pareto designs, are gathered in Table 4.8. 

The frequency characteristics of the extreme solutions are shown in Figure 4.31. 

lp

ls

l0

s0wp

w0

a0 a1

w1
ws

l0

 
           (a)                                     (b) 

Figure 4.28: A uniplanar UWB dipole antenna [212]: (a) 3D visualization; (b) geometry with highlighted 

geometrical parameters. 

 

 

 
                    (a)                                    (b) 

Figure 4.29: Cross-section view of the uniplanar UWB dipole antenna: (a) the low-fidelity model; (b) the 

high-fidelity model. 
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TABLE 4.7: COST BREAKDOWN OF MULTI-OBJECTIVE ANTENNA OPTIMIZATION 

Algorithm  

Step 

Selected Design Space Reduction Algorithm 

Initial Space XI Algorithm (i) Algorithm (ii) Algorithm (iii) Algorithm (iv) 

Sim. 

Cost 

Total 

[h] 

Sim. 

Cost 

Total 

[h] 

Sim. 

Cost 

Total 

[h] 

Sim. 

Cost 

Total 

[h] 

Sim. 

Cost 

Total 

[h] 

Design Space  

Reduction 
–– –– Rc 148 1.36 Rc 256 2.35 

Rc 

Rf 

465 

4 

4.26 

1.53 
Rc 256 2.21 

Data Acquisition and 

RSA construction 
Rc 600 5.50 Rc 160 1.47 Rc 30 0.28 Rc 40 0.37 Rc 20 0.18 

MOEA  

Optimization 
Rs 25000 N/A Rs 25000 N/A Rs 25000 N/A Rs 25000 N/A Rs 25000 N/A 

Refinement Using 

Response Correction# 

Rs 

Rf 

1700 

30 

N/A 

11.5 

Rs 

Rf 

1930 

30 

N/A 

11.5 

Rs 

Rf 

1640 

30 

N/A 

11.5 

Rs 

Rf 

1870 

30 

N/A 

11.5 

Rs 

Rf 

1960 

30 

N/A 

11.5 

Refinement Using  

Co-Kriging# 

Rs 

Rf 

50000 

30 

N/A 

11.5 

Rs 

Rf 

50000 

30 

N/A 

11.5 

Rs 

Rf 

50000 

30 

N/A 

11.5 

Rs 

Rf 

50000 

30 

N/A 

11.5 

Rs 

Rf 

50000 

30 

N/A 

11.5 

Total cost! Rf ~44.3 17.0 Rf ~37.3 14.3 Rf ~38.9 14.1 Rf ~46.1 17.7 Rf ~36.2 13.9 

  # The refinement procedure is carried out using either response correction or co-kriging 
  ! Total cost of multi-objective design optimization includes only one refinement procedure 

 

 

 
              (a)                                  (b) 

Figure 4.30: The high- (–––) and the low-fidelity (– – –) model responses of UWB dipole for selected 

sets of parameters: (a) design xt1; and (b) design xt2. 
 

 
              (a)                                  (b) 

Figure 4.31: Reflection characteristics of the extreme Pareto designs obtained using routines (i)-(iv): (a) 

xc
(1)

 – optimal w.r.t. objective F1; and (b) xc
(2)

 – optimal w.r.t. objective F2. The high-fidelity model re-

sponse of (iii) is denoted by (····). Note large variability of shapes of structure responses. 
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TABLE 4.8: COMPARISON OF THE ALGORITHMS – DESIGN SPACE REDUCTION 

Reduction 

Method 

Dimensions of 

Corner Designs 

Size of the 

Search Space 

[mm6] 

Space Reduction 

Ratio 

χ Design l0 w0 a0 lp wp s0 

Initial space XI –– –– –– –– –– –– –– 4275 –– 

Algorithm (i) 
xc

(1) 19.50 14.8 0.65 12.90 7.90 1.45 
99.2 43.1 

xc
(2) 14.00 7.50 1.00 10.01 1.75 1.05 

Algorithm (ii) 
xc

(1) 17.73 13.9 0.73 11.95 6.40 1.42 
8.66·10–2 4.94·104 

xc
(2) 17.09 9.10 0.53 11.78 4.30 1.02 

Algorithm (iii) 

xc
(1) 17.73 13.9 0.73 11.95 6.40 1.42 

1.97·10–1 2.18·104 
xc

(2) 17.09 9.10 0.53 11.78 4.30 1.02 

xf
(1) 17.77 13.9 0.73 12.01 6.40 1.41 

xf
(2) 16.97 9.08 0.53 11.71 4.30 1.02 

Algorithm (iv) 
xc

(1) 17.73 13.9 0.73 11.95 6.40 1.42 
3.94·10–4 1.09·107 

xc
(2) 17.09 9.10 0.53 11.78 4.30 1.02 

 

Detailed data on design space reduction cost of the considered dipole antenna is gathered in 

Table 4.9. The results indicate that the CPU-time of algorithm (i) is about 3.5 hours (a total of 

335 Rc model simulations). At the same time, the space reduction performed using algorithms 

(ii) and (iv) involved 386 Rc simulations (about 4 hours). The computational cost of (iii) is the 

highest among compared algorithms (almost 7.5 hours), since it required 583 Rc model and 4 Rf 

simulations, respectively. 

 Data Acquisition 4.5.3.2

Setup of the data acquisition step is the same as in Section 4.5.2.2. Table 4.10 gathers key in-

formation about the process. The obtained results indicate that the number of samples required 

for identification of the accurate RSA model can be quite limited when carried out in the re-

duced space. Identification of the surrogate within XI involved 1500 simulations of the Rc model 

to achieve required RMS error. Identification of the RSA in XD (algorithm (i)) required 150 

samples (10 times less as compared to XI). At the same time, only 30 Rc samples have been used 

for a construction of accurate RSA within XRr (algorithm (iii)). Finally, a total of 40 training 

samples have been exploited for a construction of surrogates within XS (algorithm (ii)) and XR 

(algorithm (iv)). It should be noted that RMS errors of the models generated in the space regions 

obtained by (ii)-(iv) are notably lower than the required 3%. Moreover, the average minimum 

distances between the samples from (ii)-(iv) are over 3 times lower than those obtained in XI and 

XD. The convergence plots for obtained RSA models are shown in Figure 4.32. 

 
Figure 4.32: Cross-validation-based convergence plots of RSA models obtained in initial and reduced 

regions of the search space. 
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 MOEA Optimization 4.5.3.3

The results of MOEA optimization for I = 50 and N = 500 (see Appendix A1) performed within 

each selected region of the design space are provided in Figure 4.33. The key data on the obtained 

Pareto sets is gathered in Table 4.11. The results indicate that a large part of the Pareto sets from XI 

and XD violate requirement concerning acceptable in-band reflection (maximum value of F1(x) in 

XI and XD is –2 dB and –5.3 dB, respectively). The obtained Pareto front representations are simi-

lar for F2(x) > 750 mm
2
. For smaller footprints, the slope of the sets obtained within space regions 

determined by algorithms (ii)-(iv) increases, so that their minimal sizes for F1(x) below –10 dB are 

around 720 mm
2
. Slight discrepancy between the Pareto sets for F2(x) ≤ 720 mm

2
 suggests that the 

single-objective optimization algorithm utilized to minimize F2(x) has reached the local minimum 

(cf. Section 4.3.2). The largest changes of responses with respect to F1(x) and F2(x) along the 

compared Pareto fronts are obtained in XR (algorithm (iv)) and XI, respectively. The discrepancies 

between the obtained Pareto sets (expressed as the average distance with respect to selected design 

objective dIS(Fk)) are acceptable. The computational cost of MOEA is negligible compared to 

overall cost of design optimization (cf. Section 4.5.2.3). 
 

TABLE 4.9: COMPUTATIONAL COST OF CONSIDERED SPACE REDUCTION ALGORITHMS 

Reduction 

method 

Number of Algorithm 

Evaluations 

Total Num-

ber of Evalu-

ations 

CPU-time 

Absolute [min] Relative to Rf Σ [Rf] Σ [h] 

Algorithm (i) 

Stage 1 

Stage 2 

 

F1(x): 

F1(x): 

F2(x): 

130 

103 

102 

Rc 

Rc 

Rc 

335 Rc 

82.3 

65.2 

64.6 

4.12 

3.26 

3.23 

10.6 3.54 

Algorithm (ii)  
F1(x): 

F2(x): 

181 

205 

Rc 

Rc 
386 Rc 

114.6 

129.8 

5.73 

6.49 
12.2 4.07 

Algorithm (iii) 

Step 1! 

 

Step 2# 

 

 

 

F1(x): 

F2(x): 

F1(x): 

 

F2(x): 

 

181 

205 

87 

2 

110 

2 

Rc 

Rc 

Rc 

Rf 

Rc 

Rf 

583 

4 

Rc 

Rf 

114.6 

129.8 

55.1 

40 

69.7 

40 

5.73 

6.49 

2.75 

2 

3.48 

2 

22.5 7.48 

Algorithm (iv)  
F1(x): 

F2(x): 

181 

205 

Rc 

Rc 
386 Rc 244.5 

5.73 

6.49 
12.2 4.07 

!  Initial design space reduction (cf. Section 4.3.2) 
# Refinement of Rc extreme points using SBO 

 

TABLE 4.10: DATA ACQUISITION – KEY INFORMATION 

Selected  

Solution  

Space 

Number of  

Training  

Samples 

RMS Error 

of the RSA  

Model [%] 

Average Minimal 

Distance Between  

Samples 

Training Set  

Size Reduction  

Ratio 

Initial space XI 1500 2.83 1.08 –– 

Algorithm (i) 150 2.74 0.97 10 

Algorithm (ii) 40 0.77 0.25 37.5 

Algorithm (iii) 30 1.10 0.29 50 

Algorithm (iv) 40 0.38 0.12 37.5 

 

TABLE 4.11: KEY DATA ON OBTAINED PARETO SETS 

Selected Reduction 

Method 

Objective F1 Objective F2 

min(F1) 

[dB] 

max(F1) 

[dB] 

∆(F1) 

[dB] 

dIS(F1) 

[dB] 

min(F2) 

[mm2] 

max(F2) 

[mm2] 

∆(F2) 

[mm2] 

∆(F2) 

[%] 

dIS(F2) 

[mm2] 

Initial Space XI –14.0 –10.1 3.9 –– 644 1036 392 37.8 –– 

Algorithm (i) –13.8 –10.0 3.8 0.24 672 1039 367 35.3 31 

Algorithm (ii) –13.9 –10.0 3.9 0.25 724 1004 280 27.9 44 

Algorithm (iii) –13.7 –10.0 3.7 0.19 718 999 281 28.1 26 

Algorithm (iv) –14.1 –10.0 4.1 0.26 715 1042 327 31.4 62 



Design of Wideband Antennas By Means of Fast Multi-Objective Optimization 

 

78 Multi-Objective Antenna Design 

 Pareto Set Refinement 4.5.3.4

The first considered technique is response correction. The samples have been evenly selected 

along the regions of interest of the obtained initial Pareto sets. For each design, the algorithm 

has been terminated after three iterations. A comparison of the low- and high-fidelity Pareto-

optimal designs is shown in Figure 4.34, whereas detailed data on their dimensions is gathered 

in Table 4.12. The results of the refinement process are similar in all cases. It should be noted 

that small discrepancies between the Rf and Rs model samples indicate that the RSA model is a 

good representation of the high-fidelity one. 

 

 
Figure 4.33: Comparison of the Pareto sets obtained within initial and refined search spaces.  

 

   
            (a)                       (b)              (c) 

  
                 (d)                         (e) 

Figure 4.34: Response-correction-based refinement of the selected Pareto designs obtained in: (a) XI, and 

the following reduced regions of the search space: (b) XD – algorithm (i); (c) XS – algorithm (ii); (d) XSr – 

algorithm (iii) and (e) XR – algorithm (iv). Gray and black crosses denote the initial Pareto set and surro-

gate model designs selected for refinement. Blue circles and black squares represent the high-fidelity 

model responses before and after refinement, respectively.  
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The co-kriging refinement also exploits ten designs per iteration. Each time they are evenly 

selected along the Pareto sets. Figure 4.35 shows a comparison of the refined Pareto fronts with 

high-fidelity designs evaluated for verification purposes. The results are in a very good agree-

ment. The geometrical details of the selected high-fidelity model designs are gathered in Table 

4.13. It should be noted that despite utilization of different refinement schemes, the antenna 

parameters from Table 4.12 and Table 4.13 are similar. Also, the response correction and co-

kriging techniques are comparable in terms of the computational cost. 

 Optimization Algorithm – Computational Cost 4.5.3.5

A detailed cost breakdown of the multi-objective design optimization procedure is provided in 

Table 4.14. An aggregated cost of the algorithm operation within XI corresponds to about 77.5 

Rf model evaluations (almost 26 hours of the CPU-time). At the same time, the cost of design 

optimization in the reduced regions of the search space varies from 14.5 hours (about 43.5 Rf 

simulations) to 17.8 hours (~53.4 Rf evaluations). It should be noted that, for the considered 

antenna structure, utilization of algorithms (ii) and (iv) allow for reducing the optimization cost 

by almost 44% compared to XI. The estimated cost of direct MOEA optimization using EM 

antenna models and assuming 5000 evaluations (cf. Appendix A1) is 53 hours or 70 days for 

low- and high-fidelity model, respectively. 

4.5.4 UWB Monopole – Design and Optimization Setup 

The last benchmark design is a nine-variable UWB monopole antenna shown in Figure 4.36. 

The structure is composed of two trapezoids and a rectangle, stacked together into a radiator 

[157]. The antenna is fed through a 50 ohm microstrip line and it is implemented on a 0.762 

thick Taconic RF-35 substrate (εr = 3.5, tanδ = 0.0018). The vector of design parameters is x = 

[a1 a2 a3 b1 b2 b3 l w d]
T
, whereas variables w0 = 1.7 and o = 5 remain fixed (all dimensions are 

in mm). The initial design XI is defined using the following bounds: l = [7.5 20 21 4 3 8 8 18.5 

0.5]
T
 and u = [11.5 26 25 8 7 12 16 40.5 1.5]

T
. 

 
 

TABLE 4.12: DIPOLE ANTENNA – RESPONSE CORRECTION 

Selected Pareto-optimal designs 

  F1 [dB] F2 [mm2] l0 w0 a0 lp wp s0 

In
it

ia
l 

 S
p

ac
e 

X
I xf

(2) –10.88 739 16.66 10.97 0.77 11.04 4.03 1.42 

xf
(4) –11.70 816 16.87 11.95 0.82 11.23 4.46 1.48 

xf
(6) –12.55 895 17.20 12.75 0.70 11.64 4.87 1.58 

xf
(8) –13.31 974 17.56 13.44 0.64 12.00 5.51 1.45 

xf
(10) –14.05 1052 17.84 13.45 0.72 12.25 6.55 1.28 

A
lg

o
ri

th
m

 

 (
i)

 

xf
(2) –10.67 736 16.56 10.81 0.83 10.71 4.19 1.35 

xf
(4) –11.46 821 16.73 11.81 0.94 10.89 4.74 1.43 

xf
(6) –11.96 897 17.20 12.66 0.75 11.16 5.21 1.31 

xf
(8) –13.28 967 17.26 13.19 0.85 11.23 5.77 1.44 

xf
(10) –14.30 1050 17.72 14.09 0.72 11.79 6.12 1.45 

A
lg

o
ri

th
m

 

 (
ii

) 

xf
(2) –11.23 803 17.18 10.63 0.54 11.95 5.06 1.15 

xf
(4) –12.12 866 17.28 11.44 0.58 11.78 5.44 1.19 

xf
(6) –12.69 926 17.43 12.27 0.59 11.76 5.70 1.26 

xf
(8) –13.19 988 17.60 12.92 0.74 11.90 6.10 1.28 

xf
(10) –14.21 1048 17.73 13.90 0.71 11.81 6.25 1.37 

A
lg

o
ri

th
m

 

(i
ii

) 

xf
(2) –11.07 783 17.05 10.44 0.57 11.80 4.90 1.20 

xf
(4) –11.86 851 17.21 11.22 0.57 11.90 5.31 1.27 

xf
(6) –12.40 916 17.31 12.50 0.65 11.43 5.50 1.30 

xf
(8) –13.21 983 17.57 13.32 0.72 11.79 5.77 1.36 

xf
(10) –13.61 1024 17.70 13.74 0.70 11.89 6.08 1.32 

A
lg

o
ri

th
m

 

(i
v

) 

xf
(2) –10.82 778 17.16 10.28 0.58 11.83 4.86 1.18 

xf
(4) –11.71 845 17.28 11.13 0.60 11.87 5.24 1.26 

xf
(6) –12.30 909 17.45 11.81 0.65 11.91 5.68 1.26 

xf
(8) –13.38 982 17.63 13.06 0.66 11.90 5.96 1.25 

xf
(10) –14.31 1049 17.72 13.80 0.75 11.91 6.29 1.41 
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            (a)                       (b)              (c) 

  
                 (d)                         (e) 

Figure 4.35: Refinement of the Pareto sets using co-kriging in: (a) XI; and the following regions of the 

search space (b) XD; (c) XS; (d) XSr and (e) XR. Gray crosses and black squares represent Rf Pareto set and 

Rf designs evaluated for verification. 

 

TABLE 4.13: DIPOLE ANTENNA – CO-KRIGING REFINEMENT 

Selected Pareto-optimal designs 

  F1 [dB] F2 [mm2] l0 w0 a0 lp wp s0 

In
it

ia
l 

 S
p

ac
e 

X
I 

xf
(2) –10.32 686 16.55 11.04 0.66 10.84 3.13 1.56 

xf
(4) –11.15 774 16.82 11.87 0.70 11.19 3.82 1.57 

xf
(6) –12.21 864 17.25 12.51 0.63 11.59 4.49 1.60 

xf
(8) –12.95 956 17.41 12.95 0.65 11.47 5.54 1.52 

xf
(10) –13.42 1046 17.91 13.32 0.63 12.51 6.28 1.47 

A
lg

o
ri

th
m

 

 (
i)

 

xf
(2) –10.23 737 16.77 10.93 0.80 10.98 3.97 1.38 

xf
(4) –10.78 786 16.81 11.23 0.76 11.03 4.64 1.26 

xf
(6) –11.54 848 17.39 10.85 0.77 11.61 5.32 1.28 

xf
(8) –11.74 926 17.44 11.48 0.79 11.63 5.84 1.28 

xf
(10) –12.60 1006 17.59 12.00 0.79 11.65 6.34 1.29 

A
lg

o
ri

th
m

 

 (
ii

) 

xf
(2) –10.43 769 17.23 9.90 0.57 11.85 4.87 1.17 

xf
(4) –11.71 828 17.22 11.03 0.55 11.85 5.10 1.23 

xf
(6) –12.28 884 17.37 11.69 0.55 11.87 5.50 1.20 

xf
(8) –12.91 943 17.53 12.19 0.63 11.89 5.91 1.26 

xf
(10) –13.45 1001 17.59 13.37 0.64 11.88 5.99 1.36 

A
lg

o
ri

th
m

 

(i
ii

) 

xf
(2) –10.49 753 17.18 9.94 0.58 11.81 4.71 1.13 

xf
(4) –11.50 819 17.27 11.04 0.56 11.84 4.91 1.26 

xf
(6) –12.08 884 17.37 11.29 0.62 11.87 5.77 1.13 

xf
(8) –12.81 950 17.44 12.28 0.70 11.86 6.07 1.22 

xf
(10) –13.51 1012 17.65 13.39 0.64 11.88 6.05 1.40 

A
lg

o
ri

th
m

 

(i
v

) 

xf
(2) –10.14 743 17.11 9.91 0.55 11.81 4.68 1.07 

xf
(4) –11.15 816 17.33 10.62 0.61 11.87 5.07 1.21 

xf
(6) –12.25 887 17.36 11.76 0.63 11.89 5.48 1.24 

xf
(8) –12.96 958 17.65 12.46 0.68 11.90 5.84 1.31 

xf
(10) –13.87 1017 17.62 13.42 0.73 11.94 6.15 1.38 
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TABLE 4.14: COST BREAKDOWN OF MULTI-OBJECTIVE ANTENNA OPTIMIZATION 

Algorithm  

Step 

Selected Design Space Reduction Algorithm 

Initial Space XI Algorithm (i) Algorithm (ii) Algorithm (iii) Algorithm (iv) 

Sim. 

Cost 

Total 

[h] 

Sim. 

Cost 

Total 

[h] 

Sim. 

Cost 

Total 

[h] 

Sim. 

Cost 

Total 

[h] 

Sim. 

Cost 

Total 

[h] 

Design Space  

Reduction 
–– –– Rc 335 3.54 Rc 386 4.07 

Rc 

Rf 

583 

4 

6.14 

1.33 
Rc 386 4.07 

Data Acquisition and 

RSA construction 
Rc 1500 15.83 Rc 150 1.58 Rc 40 0.42 Rc 30 0.32 Rc 40 0.42 

MOEA  

Optimization 
Rs 25000 N/A Rs 25000 N/A Rs 25000 N/A Rs 25000 N/A Rs 25000 N/A 

Refinement Using 

Response Correction# 

Rs 

Rf 

2882 

30 

N/A 

10 

Rs 

Rf 

2811 

30 

N/A 

10 

Rs 

Rf 

1916 

30 

N/A 

10 

Rs 

Rf 

2472 

30 

N/A 

10 

Rs 

Rf 

3367 

30 

N/A 

10 

Refinement Using  

Co-Kriging# 

Rs 

Rf 

50000 

30 

N/A 

10 

Rs 

Rf 

50000 

30 

N/A 

10 

Rs 

Rf 

50000 

30 

N/A 

10 

Rs 

Rf 

50000 

30 

N/A 

10 

Rs 

Rf 

50000 

30 

N/A 

10 

Total cost! Rf ~77.5 25.83 Rf ~45.4 15.12 Rf ~43.5 14.49 Rf ~53.4 17.79 Rf ~43.5 14.49 

  # The refinement procedure is carried out using either response correction or co-kriging 
  ! Total cost of multi-objective design optimization includes only one refinement procedure 

 

Discretization levels of the low- and high-fidelity models are determined based on visual in-

spection of the antenna responses for two test designs xt1 = [11.38 23.28 20.96 4.49 4.79 10.22 

13.31 39.49 0.6]
T
 and xt2 = [9.07  23.93 21.68 6.82 3.12 9.11  8.37  20.64 1.3]

T
. The high-

fidelity model Rf contains about 2,500,000 mesh cells and its typical simulation time is 15 min. 

The low-fidelity model Rc contains ~110,000 cells (47 s of the simulation time), so that it is 19 

times faster than Rf. Other simplifications of Rc include representation of metal as perfect elec-

tric conductor (PEC) and utilization of lossless substrate. The reflection characteristics of the 

high- and low-fidelity model at the test designs are shown in Figure 4.37, whereas the cross-

section view of mesh discretization densities are provided in Figure 4.38. 

The antenna footprint (objective F2) is defined as V(x) = A × B (A = max{a1, a2, a3, w + o} and 

B = b1 + b2 + b3 + l + d + o). 

 Design Space Reduction 4.5.4.1

The setup of the compared space reduction algorithms is the same as in Section 4.5.2.1. The 

design space regions XD, XS and XSr determined using algorithms (i), (ii) and (iii) are described 

by the following bounds: l
(i)

 = [9.5 21.1 23 5 5 8.4 12 18.5 0.53]
T
 and u

(i)
 = [11.1 23.4 24.8 5 5 9 

16 37.5 0.65]
T
; l

(ii)
 = [8.96 21.05 22.63 4.54 4.74 8.74 8.58 20.02 0.58]

T
 and u

(ii)
 = [10.92 23.34 

24.1 7.13 5.64 10.18 13.31 39.49 0.6]
T
; and l

(iii)
 = [8.96 21.05 22.63 4.54 4.74 8.14 8.08 19.02 

0.58]
T
 and u

(iii)
 = [10.92 23.34 24.1 7.13 5.64 10.18 14.31 39.49 0.85]

T
, respectively. The vol-

ume-wise space reduction with respect to XI is four orders of magnitude for XD and XS, as well 

as three orders for XSr. At the same time, the search space region XR determined using the algo-

rithm (iv) is eight orders of magnitude smaller than XI. It should be noted that dimensionality of 

the space XD is reduced, i.e., variables b1 = 5 and b2 = 5 remain fixed along XD. The key data 

concerning the reduced regions of the search space is gathered in Table 4.15. The frequency 

characteristics of the corner designs are shown in Figure 4.39. 

A detailed cost breakdown of the space reduction step is provided in Table 4.16. The results 

indicate that the CPU-time of the algorithm (i) run is about 5.3 hours (a total of 402 Rc model 

simulations). At the same time, the space reduction using algorithms (ii) and (iv) involved 690 

Rc simulations which is about 9 hours of CPU-time. As expected, the numerical cost of algo-

rithm (iii) is the highest among the compared ones. It involves 1164 Rc and 4 Rf model simula-

tions (~16 hours). 
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                 (a)                          (b) 

Figure 4.36: A planar UWB monopole [157]: (a) 3D view; (b) geometry with highlighted parameters. 

 

 
              (a)                                  (b) 

Figure 4.37: The high- (––) and low-fidelity (– –) model responses at designs: (a) xt1; and (b) xt2. 

 

 
                    (a)                                    (b) 

Figure 4.38: Cross-section view of UWB antenna discretization: (a) the low-fidelity model; and (b) the 

high-fidelity model.  

 

  
              (a)                                  (b) 

Figure 4.39: Reflection responses of the extreme Pareto-optimal designs obtained using algorithms (i)-

(iv): (a) xc
(1)

 – optimal w.r.t. objective F1; and (b) xc
(2)

 – optimal w.r.t. objective F2. The high-fidelity 

model response of (iii) is denoted by (····). 

a2 a1a2

b3

a3

b2

d

l

w

b1

GND

o

A

B

w0

2 4 6 8 10 12
-20

-15

-10

-5

0

Frequency [GHz]

|S
1

1
| [

d
B

]

2 4 6 8 10 12
-20

-15

-10

-5

0

Frequency [GHz]

|S
1

1
| [

d
B

]

2 4 6 8 10 12
-25

-20

-15

-10

-5

0

Frequency [GHz]

|S
1

1
| 
[d

B
]

 

 

Algorithm (i)

Algorithm (ii)-(iv)

Algorithm (iii)

2 4 6 8 10 12
-25

-20

-15

-10

-5

0

Frequency [GHz]

|S
1

1
| 
[d

B
]

 

 

Algorithm (i)

Algorithm (ii)-(iv)

Algorithm (iii)



Design of Wideband Antennas By Means of Fast Multi-Objective Optimization 

 

Multi-Objective Antenna Design   83 

TABLE 4.15: COMPARISON OF THE ALGORITHMS – DESIGN SPACE REDUCTION 

Reduction 

Method 

Dimensions of Corner Designs Size of the 

Search space 

[mm9] 

Space Reduction 
Ratio χ Design a1 a2 a3 b1 b2 b3 l w d 

Initial space 

XI 
–– –– –– –– –– –– –– –– –– –– 1.1·106 –– 

Algorithm 

(i) 

xc
(1) 11.10 23.40 23.00 5.00 5.00 9.00 16.00 37.50 0.65 

37.8 2.86·104 
xc

(2) 9.50 21.10 24.80 5.00 5.00 8.40 12.00 18.50 0.53 

Algorithm 

(ii) 

xc
(1) 10.92 23.34 22.63 4.54 4.74 10.18 13.31 39.49 0.58 

34.1 3.16·104 
xc

(2) 8.96 21.05 24.10 7.13 5.64 8.74 8.58 20.02 0.60 

Algorithm 

(iii) 

xc
(1) 10.92 23.34 22.63 4.54 4.74 10.18 13.31 39.49 0.58 

103 103 
xc

(2) 8.96 21.05 24.10 7.13 5.64 8.74 8.58 20.02 0.60 

xf
(1) 10.92 23.34 22.78 4.54 4.74 10.18 14.31 37.49 0.58 

xf
(2) 8.96 21.05 24.10 7.13 5.64 8.14 8.08 19.02 0.85 

Algorithm 

(iv) 

xc
(1) 10.92 23.34 22.63 4.54 4.74 10.18 13.31 39.49 0.58 

5.5·10–3 1.97·108 
xc

(2) 8.96 21.05 24.10 7.13 5.64 8.74 8.58 20.02 0.60 

 

TABLE 4.16: COMPARISON OF THE ALGORITHMS – COMPUTATIONAL COST 

Reduction 

method 

Number of Algorithm 

Evaluations 

Total Num-

ber of Evalu-

ations 

CPU-time 

Absolute [min] Relative to Rf Σ [Rf] Σ [h] 

Algorithm (i) 

Stage 1 

Stage 2 

 

F1(x): 

F1(x): 

F2(x): 

190 

104 

108 

Rc 

Rc 

Rc 

402 Rc 

148.8 

81.47 

84.60 

9.92 

5.43 

5.64 

20.99 5.25 

Algorithm (ii)  
F1(x): 

F2(x): 

220 

470 

Rc 

Rc 
690 Rc 

172.33 

368.17 

11.49 

24.54 
36.03 9.01 

Algorithm (iii) 

Step 1! 

 

Step 2# 

 

 

 

F1(x): 

F2(x): 

F1(x): 

 

F2(x): 

 

220 

470 

220 

2 

254 

2 

Rc 

Rc 

Rc 

Rf 

Rc 

Rf 

1164 

4 

Rc 

Rf 

172.33 

368.17 

172.33 

30 

198.96 

30 

11.49 

24.54 

11.49 

2 

13.26 

2 

64.78 16.20 

Algorithm (iv)  
F1(x): 

F2(x): 

220 

470 

Rc 

Rc 
690 Rc 

172.33 

368.17 

11.49 

24.54 
36.03 9.01 

!  Initial design space reduction (cf. Section 4.3.2) 
# Refinement of Rc extreme points using SBO 

 

 Data Acquisition 4.5.4.2

The key data concerning the acquisition step is provided in Table 4.17 (see Section 4.5.2.2 for 

algorithm setup). The obtained results indicate that the design space reduction allows for con-

siderable reduction of the number of samples required for construction of reliable RSA models. 

Almost two thousands of low-fidelity training samples were obtained in XI in order to construct 

the RSA with RMS error below 3 percent. At the same time, only 80 samples were needed to 

setup the Rs model within XD (RMS error of only 1.9%). Identification of the RSA model in XS 

(algorithm (ii)) and XSr (algorithm (iii)) required 140 and 180 Rc samples (over 10 times less as 

compared to XI), respectively. The RMS errors of both models are just below the acceptable 

threshold. Construction of the RSA within XR (algorithm (iv)) involved only 40 training samples 

(48 times less than for XI). Also, the RSA model set-up within XR features the smallest RMS 

error and average minimum distance between samples (see Table 4.17). The convergence plots 

of considered RSA models are shown in Figure 4.40.  
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 MOEA Optimization 4.5.4.3

The Pareto sets obtained within the considered regions of the design space for I = 50 and N = 

500 (see Appendix A1) are shown in Figure 4.41, whereas more detailed data is provided in 

Table 4.18. The results indicate that for all compared design space regions, the range of F1(x) is 

below –7 dB. The discrepancies between the obtained Pareto sets are larger as compared to the 

previously considered antennas. Depending on selected search space region, discrepancies be-

tween the obtained Pareto sets are up to 2 dB (see Figure 4.41). The largest discrepancy (ex-

pressed as the average distance with respect to the selected objective dIS(Fk)) can be observed 

between the Pareto sets found in XD (algorithm (i)) and XI results from reduced dimensionality 

of the former (cf. Section 4.5.4.1). The average distance between XR and XI with respect to ob-

jectives F1(x) and F2(x) is 0.7 dB and 73 mm
2
, respectively. This is satisfactory considering that 

XR is eight orders of magnitude smaller than XI. Moreover, the Pareto sets found in XI and XSr 

(algorithm (iii)) exhibit the smallest discrepancy (see Table 4.18). 

 

 
Figure 4.40: Convergence plots of RSA models obtained using cross-validation technique. 
 

 

Figure 4.41: The Pareto sets obtained within initial and refined regions of the design space. 
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TABLE 4.17: KEY INFORMATION ON THE DATA ACQUISITION STEP 

Selected  

Solution  

Space 

Number of  

Training  

Samples 

RMS Error 

of the RSA  

Model [%] 

Average Minimal 

Distance Between  

Samples 

Training Set  

Size Reduction  

Ratio 

Initial space XI 1920 2.77 2.11 –– 

Algorithm (i) 80 1.85 1.30 24 

Algorithm (ii) 140 2.87 1.45 13.71 

Algorithm (iii) 180 2.76 1.55 10.67 

Algorithm (iv) 40 1.81 0.81 48 

 

TABLE 4.18: KEY PROPERTIES OF THE OBTAINED PARETO SETS 

Selected Reduction 

Method 

Objective F1 Objective F2 

min(F1) 

[dB] 

max(F1) 

[dB] 

∆(F1) 

[dB] 

dIS(F1) 

[dB] 

min(F2) 

[mm2] 

max(F2) 

[mm2] 

∆(F2) 

[mm2] 

∆(F2) 

[%] 

dIS(F2) 

[mm2] 

Initial Space XI –16.6 –10.0 6.6 –– 943 1548 605 39.1 –– 

Algorithm (i) –17.9 –10.3 7.6 1.01 1036 1576 540 34.3 83.86 

Algorithm (ii) –15.5 –10.1 5.4 0.50 1002 1404 402 28.6 47.59 

Algorithm (iii) –16.0 –10.0 6.0 0.28 984 1509 525 34.8 32.04 

Algorithm (iv) –15.7 –10.0 5.7 0.72 1023 1497 474 31.7 73.73 

 

 Pareto Set Refinement 4.5.4.4

The design samples utilized by the response correction technique (cf. Section 4.4.1) have been 

evenly selected along the parts of the Pareto sets for which F1(x) ≤ – 10 dB. For each design, the 

algorithm has been terminated after three iterations. Figure 4.42 shows a comparison of the ini-

tial and the refined Pareto sets, whereas detailed dimensions of selected Pareto designs are gath-

ered in Table 4.19. The refined high-fidelity samples are close to the initial Pareto set which 

indicate good correlation between the low- and high-fidelity models.  

The Pareto sets obtained using co-kriging, as well as the Rf designs evaluated for verification 

are shown in Figure 4.43. The dimensions of the selected high-fidelity samples are provided in 

Table 4.20. The results are in very good agreement. The reflection-wise discrepancies between 

the Pareto sets and Rf samples are below 0.5 dB.  

 Optimization Algorithm – Computational Cost 4.5.4.5

Table 4.21 presents a cost breakdown of the multi-objective optimization procedure. The results 

indicate that the design space reduction considerably influences the overall cost of the optimiza-

tion process. The total cost of antenna optimization in XI corresponds to about 130.3 Rf simula-

tions (~32.6 hours), whereas the CPU-time related to expedited design within search space re-

gions obtained using algorithms (i)-(iv) vary from 13.8 hours (~55 Rf simulations) to 26 hours 

(~104 Rf evaluations). It should be noted thatfor the considered antennautilization of space 

reduction allow for limiting the cost of multi-objective algorithm operation by up to 58% as 

compared to design within XI. The estimated cost of direct MOEA optimization using Rc or Rf 

model for 5000 simulations (cf. Appendix A1) is 65 hours or 52 days, respectively. 

4.5.5 Scalability of Multi-Objective Antenna Optimization Algorithm 

The analysis of the algorithm scalability has been performed based on the relative design opti-

mization cost (expressed in terms of the number of Rf model evaluations for the respective an-

tenna structure) and the selected space reduction method. Figure 4.44 shows a graphical repre-

sentation of the dependence between the total cost of the algorithm operation and the dimen-

sionality of the problem (see Table 4.7, Table 4.14 and Table 4.21).  
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            (a)                       (b)              (c) 

  
                 (d)                         (e) 

Figure 4.42: Response correction refinement of the selected low-fidelity designs obtained in: (a) XI, and 

the following reduced regions of the search space: (b) XD – algorithm (i); (c) XS – algorithm (ii); (d) XSr – 

algorithm (iii) and (e) XR – algorithm (iv). Gray and black crosses denote initial Pareto set and selected 

Pareto-optimal designs, respectively. Blue circles and black squares represent the high-fidelity model 

responses before and after correction step, respectively.  

 

TABLE 4.19: RESPONSE CORRECTION-BASED REFINEMENT – SELECTED ANTENNA DESIGNS 

Selected Pareto-optimal designs 

  F1 [dB] F2 [mm2] a1 a2 a3 b1 b2 b3 l w D 

In
it

ia
l 

 S
p

ac
e 

X
I xf

(2) –11.85 1008 8.37 20.43 22.26 5.32 4.55 10.46 11.03 22.26 0.62 

xf
(4) –14.11 1129 9.31 23.46 23.61 7.10 4.02 8.55 11.75 25.51 0.63 

xf
(6) –14.69 1255 11.49 20.68 24.01 6.76 4.60 9.29 10.19 29.44 0.82 

xf
(8) –15.12 1384 11.48 21.07 23.81 6.76 4.59 9.29 10.18 29.43 0.81 

xf
(10) –16.54 1506 11.48 22.26 22.86 5.55 4.66 11.55 10.25 35.03 0.76 

A
lg

o
ri

th
m

 

 (
i)

 

xf
(2) –12.16 1095 9.82 21.11 24.27 5.00 5.00 8.98 12.81 24.29 0.53 

xf
(4) –13.27 1195 9.57 21.11 24.80 5.00 5.00 8.99 12.65 27.10 0.57 

xf
(6) –14.71 1302 11.09 21.12 24.79 5.00 5.00 8.70 14.07 28.93 0.63 

xf
(8) –15.63 1401 11.09 21.38 24.67 5.00 5.00 8.72 14.61 30.97 0.64 

xf
(10) –17.51 1501 11.09 21.88 24.76 5.00 5.00 8.47 15.49 32.94 0.65 

A
lg

o
ri

th
m

 

 (
ii

) 

xf
(2) –12.83 1058 9.31 22.22 23.34 6.03 4.98 9.28 11.44 23.29 0.59 

xf
(4) –13.95 1170 9.44 21.89 23.57 6.09 4.97 9.12 11.47 26.42 0.59 

xf
(6) –14.95 1284 9.72 21.73 23.86 5.45 5.41 9.59 11.73 28.99 0.60 

xf
(8) –16.11 1391 10.36 22.91 24.08 5.76 5.01 10.01 11.68 31.55 0.59 

xf
(10) –16.17 1406 10.50 22.78 24.09 5.75 4.95 10.08 11.77 31.88 0.60 

A
lg

o
ri

th
m

 

(i
ii

) 

xf
(2) –12.72 1038 9.18 21.58 23.33 6.60 4.98 9.09 10.39 23.21 0.66 

xf
(4) –13.92 1158 9.99 21.62 23.89 6.28 4.99 9.22 11.01 26.21 0.65 

xf
(6) –15.12 1275 10.90 21.11 23.58 5.98 4.89 9.08 11.86 29.09 0.77 

xf
(8) –15.52 1386 10.38 21.87 23.47 5.73 5.26 9.89 10.56 32.42 0.73 

xf
(10) –16.09 1507 10.91 22.18 24.09 4.82 4.90 9.52 14.29 33.52 0.68 

A
lg

o
ri

th
m

 

(i
v

) 

xf
(2) –12.70 1075 8.97 21.75 24.10 6.82 5.44 8.88 9.74 24.47 0.60 

xf
(4) –13.58 1182 9.45 21.61 23.83 6.27 5.30 9.10 10.59 27.07 0.60 

xf
(6) –14.81 1293 9.57 21.91 23.63 5.91 5.19 9.41 11.23 29.62 0.59 

xf
(8) –15.93 1394 10.09 22.78 23.35 5.74 5.16 9.67 11.73 31.79 0.59 

xf
(10) –16.45 1497 10.88 22.79 23.13 5.41 5.01 10.12 12.20 34.04 0.59 
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            (a)                       (b)              (c) 

  
                 (d)                         (e) 

Figure 4.43: Refinement of the Pareto sets using co-kriging within: (a) XI; and the following regions of 

the search space (b) XD; (c) XS; (d) XSr and (e) XR. Gray crosses and black squares represent Rf Pareto set 

and Rf designs evaluated for verification. 

 

TABLE 4.20: CO-KRIGING-BASED REFINEMENT – SELECTED DESIGNS 

Selected Pareto-optimal designs 

  F1 [dB] F2 [mm2] a1 a2 a3 b1 b2 b3 l w d 

In
it

ia
l 

 S
p

ac
e 

X
I xf

(2) –10.32 979 9.38 22.06 21.19 5.84 4.18 9.71 10.55 22.28 0.62 

xf
(4) –12.40 1111 10.45 23.68 23.53 6.61 4.30 8.49 11.51 25.44 0.67 

xf
(6) –14.02 1240 10.18 20.66 23.15 6.11 5.12 9.09 10.31 29.23 0.78 

xf
(8) –15.15 1368 10.46 22.37 22.81 6.70 4.73 9.22 11.06 31.66 0.76 

xf
(10) –15.89 1481 10.46 23.42 24.75 6.18 4.16 10.56 11.98 33.48 0.74 

A
lg

o
ri

th
m

 

 (
i)

 

xf
(2) –11.42 1079 10.07 21.35 24.09 5.00 5.00 8.72 12.74 24.10 0.57 

xf
(4) –12.89 1184 10.04 21.24 24.47 5.00 5.00 8.80 13.09 26.57 0.56 

xf
(6) –14.08 1289 10.66 21.37 24.46 5.00 5.00 8.66 13.88 28.81 0.59 

xf
(8) –15.57 1395 10.95 21.84 24.35 5.00 5.00 8.61 14.70 30.84 0.60 

xf
(10) –16.87 1500 10.94 22.38 24.22 5.00 5.00 8.63 15.29 32.97 0.59 

A
lg

o
ri

th
m

 

 (
ii

) 

xf
(2) –12.49 1045 9.33 22.13 23.09 6.00 5.10 9.11 11.41 23.05 0.59 

xf
(4) –13.54 1160 9.55 21.90 23.45 5.86 5.04 9.26 11.55 26.08 0.59 

xf
(6) –14.70 1273 10.05 21.86 23.69 5.74 5.22 9.46 11.67 28.79 0.60 

xf
(8) –16.00 1387 10.19 22.81 23.88 5.72 5.01 9.88 11.83 31.45 0.60 

xf
(10) –15.94 1412 10.09 22.76 23.89 5.68 5.01 9.97 11.77 32.13 0.60 

A
lg

o
ri

th
m

 

(i
ii

) 

xf
(2) –11.88 1032 9.48 21.57 23.12 6.15 5.29 9.14 10.51 22.97 0.66 

xf
(4) –13.12 1149 10.10 21.57 23.50 6.34 5.20 8.54 11.15 26.19 0.72 

xf
(6) –14.92 1265 9.95 21.69 23.78 5.91 4.94 9.26 11.74 28.79 0.67 

xf
(8) –15.72 1382 10.58 22.20 23.43 5.93 5.07 8.70 12.79 31.29 0.72 

xf
(10) –15.81 1462 10.66 22.05 22.88 5.40 5.17 8.83 13.78 32.71 0.69 

A
lg

o
ri

th
m

 

(i
v

) 

xf
(2) –12.47 1063 9.07 21.24 23.97 6.60 5.53 9.02 9.66 24.20 0.60 

xf
(4) –13.28 1173 9.54 21.76 23.62 6.34 5.31 9.30 10.41 26.72 0.60 

xf
(6) –14.34 1281 9.62 21.97 23.73 6.09 5.40 9.18 10.68 29.68 0.60 

xf
(8) –15.60 1386 10.13 22.65 23.36 5.87 5.18 9.69 11.53 31.58 0.59 

xf
(10) –15.94 1489 10.22 22.68 22.87 5.41 5.06 10.02 12.13 33.97 0.59 
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TABLE 4.21: COST BREAKDOWN OF THE MULTI-OBJECTIVE ANTENNA OPTIMIZATION 

Algorithm  

Step 

Selected Design Space Reduction Algorithm 

Initial Space Algorithm (i) Algorithm (ii) Algorithm (iii) Algorithm (iv) 

Sim. 

Cost 

Total 

[h] 

Sim. 

Cost 

Total 

[h] 

Sim. 

Cost 

Total 

[h] 

Sim. 

Cost 

Total 

[h] 

Sim. 

Cost 

Total 

[h] 

Design Space  

Reduction 
–– –– Rc 402 5.25 Rc 690 9.01 

Rc 

Rf 

1164 

4 

15.20 

1 
Rc 690 9.01 

Data Acquisition and 

RSA construction 
Rc 1920 25.07 Rc 80 1.04 Rc 140 1.82 Rc 180 2.35 Rc 40 0.52 

MOEA  

Optimization 
Rs 25000 N/A Rs 25000 N/A Rs 25000 N/A Rs 25000 N/A Rs 16000 N/A 

Refinement Using 

Response Correction# 

Rs 

Rf 

4109 

30 

N/A 

7.5 

Rs 

Rf 

3375 

30 

N/A 

7.5 

Rs 

Rf 

2754 

30 

N/A 

7.5 

Rs 

Rf 

3524 

30 

N/A 

7.5 

Rs 

Rf 

4008 

30 

N/A 

7.5 

Refinement Using  

Co-Kriging# 

Rs 

Rf 

50000 

30 

N/A 

7.5 

Rs 

Rf 

50000 

30 

N/A 

7.5 

Rs 

Rf 

50000 

30 

N/A 

7.5 

Rs 

Rf 

50000 

30 

N/A 

7.5 

Rs 

Rf 

32000 

30 

N/A 

7.5 

Total cost! Rf ~130.3 32.57 Rf ~55.2 13.79 Rf ~73.3 18.33 Rf ~104.0 26.05 Rf ~68.1 17.03 

  # The refinement procedure is carried out using either response correction or co-kriging 
  ! Total cost of multi-objective design optimization includes only one refinement procedure 

 

The results indicate that the most expensive steps are design space reduction and correction of 

the initial Pareto set. As described in Section 4.3.2, the space reduction involves a sequence of 

single-objective optimizations (also using surrogate-assisted methods; cf. Section 4.3.5). This 

stage is realized using pattern search algorithm [213]. Its computational complexity is more or 

less O(D
2
) where D is the number of antenna geometrical parameters. Since the cost of the Pare-

to set refinement is constant, it is expected that the contribution of data acquisition step to the 

overall cost of multi-objective optimization will noticeably grow with the problem dimensional-

ity (this has been confirmed in [214]).  

It should be noted that the cost of the Pareto set refinement, expressed in the number of high-

fidelity simulations, does not depend on the number of antenna adjustable parameters regardless 

the selected model correction technique. The reason is that the refinement always involves the 

same number of 30 Rf simulations. At the same time, optimization of the corrected RSA does 

not contribute to the computational cost (cf. Section 4.5.2.3). 

The rate in which the computational cost increases with dimensionality of the problem depends 

on the selected space reduction method (see Figure 4.44). The latter, however, reduces the rang-

es of the design variables—which is critical for feasible construction of the surrogate—but not 

the problem dimensionality in general. Nonetheless, the number of design variables for the 

benchmark problem of Section 4.5.4 has been limited (from 9 to 7) by the algorithm of Section 

4.3.1 because the extreme Pareto designs it identified have been found to have virtually the 

same values for two of the parameters. It should be noted that the growth of the space reduction 

and RSA construction cost mostly apply to low-fidelity model evaluations and thus the increase 

of the multi-objective optimization cost for the selected space reduction routines is more or less 

quadratic (see Figure 4.44). Therefore, scalability of the method for the discussed space reduc-

tion algorithms and the considered ranges of benchmark antenna dimensionalities can be con-

sidered as very good from the practical point of view. Note that observed nonlinearity of the 

cost increase between different antennas is due to different speed-up ratios between their low- 

and high-fidelity models (i.e., for monocone antenna Rs is 42 times faster than Rf, but for mono-

pole the speed-up ratio is only 19). More detailed discussion on the scalability of the optimiza-

tion algorithm with increasing dimensionality of the problem can be found in [214]. 
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              (a)                                  (b) 

 
              (c)                                  (d) 

Figure 4.44: Dependency of computational cost (relative to Rf) of multi-objective antenna optimization 

on the problem dimensionality. The plots indicate the overall cost as well as the costs of various stages of 

the design process within search spaces obtained using: (a) algorithm (i); (b) algorithm (ii); (c) algorithm 

(iii); and (d) algorithm (iv). 
 

4.6 Summary and Algorithm Limitations 

In this chapter, a technique for expedited multi-objective optimization of numerically demand-

ing antennas has been discussed. One of the most important components of the considered algo-

rithm is design space reduction which allows for MOEA-based optimization of antenna struc-

tures with many geometrical parameters (see Chapter 5). Four of the described reduction meth-

ods have been comprehensively validated and compared based on three benchmark structures. 

The obtained results indicate large potential of the algorithm and reduction techniques for limit-

ing the computational cost of multi-objective antenna optimization. 

It should be noted that application of certain space reduction techniques may not be beneficial 

for low-dimensional design problems (see Table 4.7). Also, the cost of design space reduction 

increases with the dimensionality of the problem and thus, for multi-parameter antennas, it sig-

nificantly contributes to the overall cost of the optimization process. Nonetheless, it can be re-

duced by identification of extreme Pareto designs using more efficient methods than pattern 

search. For instance, optimization could be performed using local approximation models or 

methods exploiting response features of the antenna at hand [215, 216]. 

The considered multi-objective algorithm provides promising results (both, in terms of compu-

tational cost and the quality of the high-fidelity Pareto sets). However, certain limitations can be 

identified: 

− Computational cost and performance of the optimization process (including design 

space reduction, surrogate model construction, etc.) depend on the speed and accuracy 

of the low-fidelity model. Current implementation of the optimization framework leaves 

low-fidelity model setup up to the user. Automation of this process is highly desirable. 
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− The reduction techniques considered here do not guarantee that all Pareto-optimal de-

signs are contained in the reduced space. The amount of the “lost” designs depend on 

both the low-fidelity model accuracy and geometry of the Pareto front. Appropriate 

strategies for extending the reduced portion of the space should be developed and im-

plemented.  

− The computational cost of surrogate model construction grows very quickly with the 

problem dimensionality (even though it is established in the reduced space). Therefore, 

alternative approaches that do not rely of approximation model should be developed to 

alleviate this problem.  
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5 DESIGN EXAMPLES 

In this chapter, numerical verification of the discussed expedited multi-objective optimization 

methodology is performed. The flexibility of the algorithm for solving different types of design 

problems is demonstrated by individual adjustment of the design flow (cf. Section 4.2.1) for each 

design problem, where the adjustment is understood as selection of the specific algorithm mecha-

nisms that allow for increasing its efficiency both in terms of reliability and computational cost. 

The discussed methods are applied for solving design tasks with two and three design require-

ments. The optimization technique is validated based on six real-world design problems including 

four planar antennas, a narrow-band dielectric resonator antenna (DRA), and a UWB impedance 

transformer. The considered design objectives include: minimization of maximum in-band reflec-

tion, reduction of the structure footprint/volume, maximization of the gain, as well as minimiza-

tion of the difference between minimal and maximal E-field strength at the selected frequency.  

The EM models of each structure considered in this chapter are designed in CST Microwave 

Studio and simulated using its time-domain solver [149]. The numerical cost of multi-objective 

design using discussed methods and algorithms is compared with the estimated cost of direct 

MOEA-based optimization. 

Applications of the discussed multi-objective optimization approach exceed the class of planar 

UWB antennas. The method can be also utilized to other microwave and antenna structures 

(e.g., narrow-band, non-planar, multi-port, etc.). This has been demonstrated using the DRA and 

the impedance transformer. Both structures exceeds the main scope of this dissertation. 

The chapter is organized as follows. In Sections 5.1 to 5.4, multi-objective design optimization 

of a 13-variable UWB monopole antenna, a 14-variable multiple-input-multiple-output (MIMO) 

antenna, a 24-variable quasi-Yagi-Uda antenna and an 8-parameter planar Yagi-Uda antenna are 

discussed. In Section 5.5, design of a 6-variable DRA with respect to three objectives is consid-

ered. Finally, in Section 5.6, optimization of a 15-variable microstrip 50-to-130 ohm impedance 

transformer is carried out. 

5.1 UWB Monopole Antenna 

The first design example is a planar UWB monopole shown in Figure 5.1 [122, 146]. The struc-

ture consists of a driven element in the form of three stacked trapezoids fed through a microstrip 

line. The input impedance is 50 ohm. The antenna is implemented on a Taconic RF-35 dielectric 

substrate (εr = 3.5, tanδ = 0.0018, h = 0.762 mm). The design variables are x = [a1 a2 a3 a4 a5 a6 

b1 b2 b3 w2 l d o]
T
, whereas w1 = 1.7 remain fixed to ensure 50 ohm input impedance. The unit 

for all parameters is mm.  
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The high-fidelity model Rf of the structure contains 2,500,000 hexahedral mesh cells and its 

average simulation time is 10 minutes. The low-fidelity model Rc contains ~33,600 cells and its 

typical simulation time is 22 seconds. Other simplifications of the latter include utilization of 

lossless dielectric with zero thickness and representation of metallization as PEC. The lower and 

upper bounds of the initial space XI are l = [5 5 5 5 5 5 1 1 1 0.2 8 20 5]
T
 and u = [25 25 25 25 

25 25 15 15 15 2 15 40 10]
T
. The following design objectives are considered: F1 – minimization 

of antenna maximum in-band reflection given by (4.33) within 3.1 GHz to 10.6 GHz frequency 

range and F2 – reduction of the footprint defined as V(x) = wa × la rectangle (4.34), where wa = l 

+ d + b1 + b2 + b3 + o and la = w2 + o.  

The design space reduction has been performed using the method of Section 4.3.5 [146]. The re-

fined search space XSr is defined by the following lower and upper bounds: lSr = [10.07 21.63 22.2 

21 20.8 22.7 3.2 3.8 12.32 0.57 8.3 22.07 5.0]
T
 and uSr = [11.3 21.96 24.3 24.15 21.27 24.6 3.9 4 

13.08 0.74 11.2 39.35 5.75]
T
. The volume-wise reduction of the XSr with respect to XI is 10

14
. The 

number of Rc model samples evaluated in single iteration of the data acquisition/RSA construction 

loop (cf. Section 4.2.1) is set to 500. Training data is allocated using LHS [164]. The final RSA 

model Rs has been set-up using 1500 Rc samples (three iterations) and its corresponding RMS 

error is 3.5 percent. It should be noted that the average minimum distance between the training 

samples (4.1) after the first and the last iteration is δp = 0.62 mm and δp = 0.57 mm, respectively. 

At the same time, the accuracy improvement of the Rs, expressed as a relation between RMS er-

rors of the initial (6%) and final RSAs, of 1.72 is much better than 3
1/13

 = 1.08. This is due to the 

flattening effect (cf. Section 4.3). For the sake of comparison, the same set of 1500 Rc samples has 

been rescaled to the initial space XI and evaluated. The resulting RSA model is characterized by 

the RMS error of over 22% and thus it is too inaccurate to be used in the optimization process.  

The RSA model constructed in XSr has been optimized using MOEA (setup: 100 generations, 500 

individuals). In the next step, the selected Pareto-optimal designs have been refined to the high-

fidelity model level using the response correction technique of Section 4.4.1. A comparison of Rf - 

and Rs-based representations of the Pareto front is shown in Figure 5.2(a). The footprint of the 

smallest antenna design that fulfills requirements for the in-band reflection is 1134 mm
2
, whereas 

the solution with the largest area of 1475 mm
2
 features |S11| of only –15.2 dB. Variability of the 

objectives F1 and F2 along the Pareto front is 5.2 dB and 341 mm
2
 (over 23%), respectively. The 

detailed dimensions of the high-fidelity Pareto-optimal solutions are gathered in Table 5.3, where-

as the reflection characteristics of the selected designs are shown in Figure 5.3.  

The obtained results indicate conflicting nature of the selected design objectives. The Pareto 

designs have been acquired for the model lacking an SMA (SubMiniature version A) connector. 

At the same time, utilization of the SMA connector (for the sake of measurements) affects the 

antenna reflection. Because of the effect of the SMA connector on the antenna electrical charac-

teristics it may be preferable for the designer to choose the design for experimental verification 

purposes that is within certain margin with respect to –10 dB threshold (say 2 dB). Moreover, 

field characteristics of the considered antenna have been excluded from design specifications. 

Experimental validation of the antenna—including field properties—is provided in Section 6.1. 

 

 
             (a)          (b) 

Figure 5.1: A UWB monopole antenna [122]: (a) 3D visualization; and (b) geometrical details. 
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For the sake of comparison, the high-fidelity Pareto front obtained in XSr has been compared to 

its corresponding representation obtained in the space region determined using the method of 

Section 4.3.2 (Figure 5.2). The results indicate thatfor the algorithm of Section 4.3.2the 

discrepancies between the Rs and Rf responses vary noticeably along the Pareto front. The rea-

son is that a portion of the optimal Rf model solutions is outside the region of the design space 

determined by the technique of Section 4.3.2. As a consequence, the response correction algo-

rithm is unable to account for the misalignments between Rs and Rf. 

The computational cost of the design optimization procedure corresponds to about 118 Rf simu-

lations (almost 20 hours of CPU-time) and it includes: 800 Rc and 4 Rf simulations for the de-

sign space reduction step, 1500 Rc evaluations for the data acquisition/RSA construction step, as 

well as 30 Rf simulations for the refinement of ten Pareto designs (three iterations per sample). 

At the same time, the estimated cost of direct MOEA optimization of Rf and Rc models is about 

347 days and 306 hours, respectively (the estimation is based on the number of Rs simulations 

required by MOEA). A detailed cost breakdown of the design optimization process is provided 

in Table 5.2. 

5.2 UWB MIMO Antenna 

Consider a compact UWB MIMO antenna shown in Figure 5.4 [31, 208]. The structure is im-

plemented on a 0.762-mm-thick Taconic RF-35 substrate. The antenna consists of two rectangu-

lar monopole radiators fed through separate 50 ohm microstrip lines. The slots within the 

ground plane allow for obtaining wideband impedance matching. Moreover, the compact geom-

etry of the structure is ensured by means the I-shaped and L-shaped ground plane stubs both of 

which increase the current path. The driven elements are located perpendicularly to each other 

in order to achieve high isolation between them.  The antenna is described by a 14-variable vec-

tor: x = [a1 a2 c1 d1 d2 d3 g1 g2 g3 s1 s2 s3 s4 s5]
T
. Parameter w1 = 1.7 is fixed to ensure 50 ohm 

input impedance. All dimensions are in mm.  

The high-fidelity model Rf consists of ~1,600,000 mesh cells and its average evaluation time is 

20 minutes. The low-fidelity model Rc contains ~140,000 mesh cells and its typical simulation 

time is 71 seconds. The initial search space XI is defined by the following bounds: l = [5 5 0.2 2 

2 2 2 1 20 0 1 0.2 0.2 0.2]
T
, and u = [15 15 2 10 10 10 15 10 30 2 8 2 6 5]

T
.  

The design objective F1 is to minimize of the maximum reflection coefficients |S11| and |S22| of 

both radiators within the UWB band (3.1 GHz to 10.6 GHz). In other words, only the designs 

satisfying max{|S11|3.1 GHz to 10.6 GHz} ≤ – 10 dB and max{|S22|3.1 GHz to 10.6 GHz} ≤ – 10 dB are of in-

terest. The objective F2 is to minimize the antenna footprint V(x) = A1 × A2, where A1 = g1 + d2 + 

w1 + d3 + s5 and A2 = g3 + s4 + g1. Moreover, in-band isolation (denoted as |S21| and |S12|) be-

tween radiators in the MIMO structure should be possibly large. However, isolation mainly 

depends on the distance between antennas and thus is not explicitly controlled. 

 

 
             (a)                    (b) 

Figure 5.2: The Rf (□) and Rs (×) Pareto sets of the UWB monopole antenna obtained within design 

space regions determined using: (a) method of Section 4.3.5 [146]; and (b) method of Section 4.3.2.  
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Figure 5.3: Reflection characteristics of the Pareto-optimal antenna designs selected from Table 5.1 [146].  

 

TABLE 5.1: UWB MONOPOLE ANTENNA: DETAILED DIMENSIONS OF SELECTED DESIGNS 

  Antenna designs 

  xf
(1) xf

(2) xf
(3) xf

(4) xf
(5) xf

(6) xf
(7) xf

(8) xf
(9) xf

(10) 

 F1 [dB] –10.0 –10.4 –11.0 –12.1 –12.7 –13.5 –14.1 –14.8 –14.9 –15.2 

 F2 [mm2] 1134 1159 1185 1226 1261 1315 1342 1371 1405 1475 

A
n

te
n

n
a 

P
ar

am
et

er
s 

a1 10.07 10.09 10.38 11.06 11.11 11.14 11.11 10.95 10.97 10.90 

a2 21.63 21.68 21.69 21.69 21.70 21.94 21.91 21.82 21.76 21.77 

a3 22.20 22.20 22.20 22.20 22.20 22.20 22.20 22.23 22.20 22.38 

a4 21.00 21.00 21.00 21.00 21.32 21.36 21.64 22.00 22.79 22.44 

a5 20.80 20.87 20.98 21.02 21.04 20.93 20.94 20.92 21.01 20.88 

a6 22.70 22.70 23.12 24.25 24.07 24.15 23.80 24.28 23.70 24.07 

b1 3.90 3.90 3.87 3.54 3.64 3.83 3.86 3.88 3.90 3.89 

b2 3.80 3.80 3.80 3.80 3.89 3.95 3.93 3.99 3.92 3.99 

b3 12.32 12.32 12.32 12.32 12.38 12.62 12.72 13.01 13.02 13.08 

w2 0.60 0.60 0.61 0.61 0.62 0.64 0.65 0.63 0.67 0.65 

L 11.15 11.15 11.12 11.04 11.05 10.82 10.74 10.62 10.60 10.59 

D 28.34 29.03 29.77 31.28 31.99 33.18 33.87 34.40 35.35 37.00 

O 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.02 5.00 5.09 

 

TABLE 5.2: MULTI-OBJECTIVE OPTIMIZATION OF UWB MONOPOLE: COST BREAKDOWN 

Algorithm step Number of model evaluations 
CPU-time 

Absolute [h] Relative to Rf 

Design space reduction 
Rc 

Rf 

800 

4 

4.89 

0.67 

29.3 

4 

Data acquisition and  

RSA construction 
Rc 1500 9.17 55 

MOEA optimization Rs 50000 N/A N/A 

Pareto set refinement Rf 30 5 30 

Total cost N/A N/A 19.73 118.3 

Direct search  

(low-fidelity model)# 
Rc 50000 305.6 1833.3 

Direct search  

(high-fidelity model)# 
Rf 50000 8333.3 50000 

         #  Estimated based on the number of Rs evaluations during MOEA optimization 

 

The reduced region of the search space XSr has been obtained using the method of Section 4.3.5. 

Its corresponding bounds are: lSr = [9.8 9.5 1 6.14 6.7 5.83 6.33 5 27 0.72 3.94 1 3.24 0.44]
T
, uSr 

= [10 10 1.3 6.82 7.21 6.1 10.89 5 29.17 1 4.2 1.3 3.64 0.98]
T
. It should be noted that the dimen-
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sionality of the problem has been reduced to 13 parameters because g2 = 5 for all (Rc and Rf) 

extreme designs. The reduced space XSr is 10
12

 times smaller (volume-wise) as compared to XI. 

The kriging interpolation model Rs has been constructed using 1000 LHS-allocated Rc training 

samples (100 samples per iteration; cf. Section 4.2.1) and 4 Rc extreme designs obtained by 

space reduction. The cross-validation-based RMS error of the RSA is below 2 percent. 

In the next step, the initial Pareto set has been obtained by MOEA optimization (setup: 500 

individuals, 50 iterations) of the Rs model. Subsequently, the Pareto front has been refined using 

the co-kriging methodology (cf. Section 4.4.2). The number of MOEA iterations has been re-

duced to 25 because the initial population for co-kriging-based correction is already a good rep-

resentation of the Pareto front (cf. Section 4.4). The convergence of the process has been ob-

tained after three iterations, i.e., a total of 30 Rf model evaluations.  

For the sake of numerical validation, a set of ten high-fidelity designs has been selected along 

the obtained Pareto front and evaluated (see Figure 5.5(a) for comparison). The alignment be-

tween the optimized co-kriging surrogate and the Rf test samples is very good. The largest de-

sign with footprint of 1050 mm
2
 exhibits the lowest in-band reflection of –12.5 dB. The area of 

the antenna that fulfills design specifications is 875 mm
2
. The variability of objectives F1 and F2 

along the Pareto front is 2.5 dB and 175 mm
2
 (almost 17%), respectively. The details concern-

ing the selected high-fidelity Pareto set are gathered in Table 5.3, whereas the frequency re-

sponses of the selected optimal designs are shown in Figure 5.6. It should be noted that the 

high-fidelity Pareto front obtained using response correction indicate that inaccuracy of the Rc 

increases along XRr (see Figure 5.5(b)) which justifies the utilization of co-kriging refinement. 

From practical point of view, the antenna is “flexible” with respect to reflection and size re-

quirements. At the same time, the influence of MIMO miniaturization on isolation between the 

radiators is limited (see Figure 5.6). This is because the changes of the parameter g3 that affects 

the distance between along the Pareto designs are limited. 

 

   

            (a)                      (b) 

Figure 5.4: A compact UWB MIMO antenna: (a) 3D visualization; and (b) geometrical details [208]. 

 

 
    (a)          (b) 

Figure 5.5: The Rs (×) and Rf (□) Pareto sets obtained using: (a) co-kriging; and (b) response correction 

techniques [208]. Note that inaccuracy of Rs Pareto set in (b) increases for lower reflection levels. 
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TABLE 5.3: SELECTED DESIGNS OF THE COMPACT UWB MIMO ANTENNA 

  Antenna designs 

  xf
(1) xf

(2) xf
(3) xf

(4) xf
(5) xf

(6) xf
(7) xf

(8) xf
(9) xf

(10) 

 F1 [dB] –9.6 –10.0 –10.5 –10.8 –11.0 –11.7 –12.0 –12.3 –12.5 –12.4 

 F2 [mm2] 850 874 900 925 950 975 1000 1025 1050 1064 

A
n

te
n

n
a 

P
ar

am
et

er
s#

 

a1 9.90 9.91 9.89 9.89 9.85 9.86 9.87 9.88 9.87 9.89 

a2 9.64 9.66 9.63 9.67 9.63 9.61 9.61 9.62 9.61 9.67 

c1 1.21 1.21 1.22 1.24 1.24 1.24 1.24 1.24 1.24 1.25 

d1 6.50 6.50 6.47 6.46 6.44 6.43 6.40 6.42 6.42 6.42 

d2 6.97 6.97 6.95 6.90 6.86 6.86 6.83 6.83 6.86 6.86 

d3 5.93 5.93 5.95 5.94 5.98 5.94 5.91 5.91 5.91 5.90 

g1 7.25 7.62 7.98 8.38 8.72 9.12 9.44 9.78 10.09 10.30 

g3 27.22 27.23 27.25 27.39 27.50 27.47 27.75 27.79 27.86 27.92 

s1 0.79 0.76 0.80 0.78 0.80 0.79 0.84 0.79 0.81 0.81 

s2 4.05 4.04 4.05 4.04 4.04 4.05 4.03 4.01 4.05 4.01 

s3 1.10 1.07 1.06 1.05 1.07 1.05 1.06 1.08 1.08 1.09 

s4 3.38 3.40 3.42 3.40 3.41 3.44 3.41 3.42 3.40 3.42 

s5 0.61 0.64 0.71 0.70 0.71 0.71 0.75 0.79 0.83 0.80 
              #  Parameter g2 = 5 obtained in the course of design space reduction is excluded from table 

 

 
             (a)                    (b) 

 
             (c)                    (d) 

Figure 5.6: Frequency characteristics of the UWB MIMO antenna: (a) xf
(2)

; (b) xf
(4)

; (c) xf
(6)

; and (d) xf
(9)

. 

Note that reduction of antenna footprint has limited influence on the isolation (denoted as |S21| and |S12|) 

between radiators [208]. 

 

The cost of the optimization process corresponds to about 204 evaluations of the Rf model 

(~493 h of CPU-time) and it includes: a total of 1869 Rc (1025 and 844 Rc for optimization with 

respect to F1 and F2, respectively) and 4 Rf simulations to identify the reduced space XSr, 1000 

Rc evaluations for construction of the Rs model, and a total of 30 Rf simulations for co-kriging-

based refinement of the initial Pareto set. At the same time, the estimated cost of direct MOEA 

optimization (25000 evaluations) within XI is 493 hours or 347 for Rc or Rf, respectively. A de-

tailed cost breakdown of the design optimization procedure is provided in Table 5.4. 
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TABLE 5.4: COMPACT MIMO ANTENNA: COST BREAKDOWN OF MULTI-OBJECTIVE DESIGN 

Algorithm step Number of model evaluations 
CPU-time 

Absolute [h] Relative to Rf 

Design space reduction 
Rc 

Rf 

1869 

4 

36.86 

1.33 

110.58 

4 

Data acquisition and  

RSA construction 
Rc 1000 19.72 59.17 

MOEA optimization Rs 25000 N/A N/A 

Pareto set  

refinement 

Rf 

Rs 

30 

37500 

10 

N/A 

30 

N/A 

Total cost N/A N/A 67.91 203.75 

Direct search  

(low-fidelity model)# 
Rc 25000 493.1 1479.3 

Direct search  

(high-fidelity model)# 
Rf 25000 8333.3 25000 

         #  Estimated based on the number of Rs evaluations during MOEA optimization 
 

5.3 Planar Quasi-Yagi-Uda Antenna 

The third design example is a compact planar quasi-Yagi-Uda antenna shown in Figure 5.7 [86, 

205]. As before, the structure is implemented on the Taconic RF-35 substrate. The antenna con-

sists of a dipole-driven element excited by a coplanar stripline (CPS) and two directors. The dipole 

is fed through a microstrip-to-CPS transition. An impedance transformer allows for obtaining 

wideband operation of the antenna. Moreover, the compact geometry is ensured by two symmet-

rical ground plane stubs which increase the current path. The design is represented by a 24-

variable vector: x = [w0 d1 d2 g1 l1 l2 l3 l4 l6 l7 l8 lf o1 o2 s1 s2 s3 w1 w2 w3 w4 w5 w7 w8]
T
. The relative 

parameter is l5 = 3l3, whereas d3 = 3, d4 = 6.5, wf = 1.7 and w6 = 1 (all dimensions are in mm). The 

bounds of the initial search space XI are: l = [20 0 1 1 0.1 1 0.2 0.2 1 5 5 5 0 0 1 1 1 0.2 1.2 2 2.9 

0.5 0.5 0.5]
T
 and u = [40 1 5 5 4 4 1.2 1.2 5 13 13 13 2 2 4 4 4 1.2 2.2 3 3.9 2.5 2.5 2.5]

T
. 

Two antenna models are utilized: the high- (~2,100,000 mesh cells; average simulation time: 13 

min) and the low-fidelity (~80,000 cells; simulation: 40 s) one. Two design objectives are con-

sidered, i.e., F1 – minimization of maximal in-band reflection (4.33) and F2 – maximization of 

antenna average gain G. The second objective is given by 

( ) ( ){ }2
:  

L H
F G f f f f= − ≤ ≤x x,  (5.1) 

where fL = 4 GHz and fH = 10 GHz define the frequency band of interest.  

The search XI has been reduced using the method of Section 4.3.3 [205]. It should be noted that, 

in the course of design space reduction, objective in (5.1) has been constrained by (4.35). After 

the first step of the process (cf. Section 4.3.2), dimensionality of the problem has been reduced 

to 16 parameters because lf = 7.5, w1 = 0.7, w0 = 28.86, l4 = 0.58, o2 = 0.13, d2 = 3, l7 = 9.47 and 

l8 = 6.21 remain fixed for both extreme Pareto designs. Therefore, the initially reduced space XS 

is represented by the vector x = [d1 g1 l1 l2 l3 l6 o1 s1 s2 s3 w2 w3 w4 w5 w7 w8]
T
. The lower and 

upper bounds of XS are lS = [0.65 1.63 1.9 2.02 0.72 2.6 0.09 2 2 2 1.7 2.3 2.9 1.6 1.68 2.24]
T
 

and uS = [0.68 3.09 2 2.07 0.96 2.83 1.09 2.2 2.13 3.73 2.04 2.92 3.4 2.08 2.43 2.45]
T
. The 

space region XS is 10
18

 times (volume-wise) smaller as compared to XI. In the next step, XS has 

been rotated and reduced by a factor of 3 with respect to all dimensions except the one corre-

sponding to the main diagonal of the original box. The rotated design space XR is 7 orders of 

magnitude smaller than XS, thus the total reduction factor is 10
25

. 

In the next step, the kriging interpolation model Rs has been identified within XR. The acceptable 

accuracy of the RSA has been obtained using only 502 LHS-allocated training samples. The RMS 

error of Rs is 2 percent. For the sake of comparison, the RSA has been also constructed within XS.  
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The data acquisition process has been terminated after 2000 Rc simulations (RSA model error 

3%). Both models have been utilized for MOEA optimization (algorithm setup: 50 iterations, 500 

individuals) and the obtained initial Pareto sets have been refined using response correction tech-

nique of Section 4.4.1. A comparison between Rf and Rs representations of the Pareto fronts from 

XS and XR is shown in Figure 5.8. The results indicate that the slope of the front from XS is notice-

ably larger than for the one from XR, which is due to the limited exploration capabilities of the 

MOEA near to corners of the 16-dimensional search space. This problem is mitigated in XR be-

cause the extreme designs are located on its faces. It should be noted that despite the worse accu-

racy, the cost of RSA construction within XS is four times higher than in XR. 

The high-fidelity model design from the rotated search space with the highest average gain of 6.84 

dB simultaneously exhibits the worst in-band reflection of –11 dB. The design with the lowest 

reflection of –16.7 dB features the smallest average gain of 6.43 dB. The variability of objectives 

F1 and F2 along the Pareto front is 5.7 dB and 0.41 dB, respectively. The detailed dimensions of 

the selected Pareto-optimal designs are gathered in Table 5.5 whereas their corresponding fre-

quency characteristics are shown in Figure 5.9. It should be noted that, for considered antenna 

topology, modification of dimensions has limited impact on the gain. One can consider design of 

the structure with respect to other performance requirements (e.g., minimization of reflection, 

maximization of front-to-back ratio, or size reduction). The experimental validation of the consid-

ered antenna is described in Section 6.2. 

The detailed cost breakdown of the design optimization procedure is provided in Table 5.6. The 

numerical cost of the multi-objective antenna design corresponds to about 205 Rf simulations 

(~45 hours of CPU-time). The design space reduction process involved 2917 Rc simulations 

(1076 Rc for minimization of the maximal reflection and 1841 Rc for maximization of average 

gain), 502 Rc evaluations for the acquisition of training samples and 30 Rf simulations for re-

finement of selected Pareto-optimal designs (three iterations). It should be noted that the esti-

mated cost of direct MOEA-based optimization (25000 model evaluations) of the Rf model of 

discussed antenna is over 260 days of the CPU-time. The estimated cost of direct Rc model op-

timization corresponds to over 1280 Rf evaluations (~278 hours). Moreover, the cost of MOEA 

optimization in XS is over 61 hours of CPU-time.  

 

      

       (a)              (b) 

Figure 5.7: Planar quasi-Yagi-Uda antenna: (a) 3D visualization; and (b) geometrical details [205]. 
 

TABLE 5.5: QUASI YAGI-UDA ANTENNA: SELECTED DESIGNS 

  Objectives Antenna parameters 

  F1 [dB] F2 [dB] d1 g1 l1 l2 l3 l6 o1 s1 s2 s3 w2 w3 w4 w5 w7 w8 

A
n

te
n

n
a 

d
es

ig
n

s 

xf
(1) –9.4 6.88 0.68 1.48 1.99 2.08 0.75 2.65 0.90 2.19 2.14 3.59 1.97 2.88 3.04 2.13 2.49 2.44 

xf
(2) –11.0 6.83 0.67 1.84 1.99 2.07 0.73 2.66 1.01 2.14 2.09 3.35 1.95 2.76 3.05 1.92 2.33 2.43 

xf
(3) –12.6 6.78 0.67 2.15 1.96 2.05 0.80 2.66 0.72 2.12 2.09 3.15 1.95 2.68 3.14 1.87 2.25 2.38 

xf
(4) –13.5 6.73 0.67 2.31 1.96 2.06 0.81 2.69 0.64 2.10 2.07 3.05 1.90 2.64 3.13 1.82 2.16 2.37 

xf
(5) –14.0 6.69 0.67 2.32 1.95 2.05 0.82 2.70 0.58 2.09 2.06 2.90 1.86 2.61 3.15 1.78 2.07 2.36 

xf
(6) –15.0 6.60 0.66 2.62 1.93 2.03 0.88 2.78 0.31 2.05 2.03 2.60 1.83 2.49 3.21 1.74 1.99 2.33 

xf
(7) –16.0 6.54 0.66 2.75 1.93 2.04 0.92 2.79 0.19 2.08 2.04 2.46 1.77 2.55 3.31 1.70 1.91 2.28 

xf
(8) –16.4 6.51 0.66 2.76 1.91 2.04 0.91 2.79 0.21 2.03 2.02 2.32 1.79 2.50 3.28 1.71 1.87 2.30 

xf
(9) –16.5 6.47 0.65 2.91 1.92 2.03 0.93 2.84 0.16 2.04 2.03 2.24 1.80 2.50 3.36 1.65 1.83 2.30 

xf
(10) –16.7 6.43 0.65 2.95 1.91 2.03 0.93 2.85 0.29 2.02 2.02 2.08 1.76 2.43 3.42 1.59 1.84 2.28 

    # Parameters lf, w1, w0, l4, o2, d2, l7 and l8 are excluded from the table 
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             (a)                    (b) 

Figure 5.8: The Rf (□) and Rs (×) Pareto-optimal sets of the quasi-Yagi-Uda antenna obtained in: (a) 

rotated; and (b) initially reduced search spaces [205].  

 

 
             (a)                    (b) 

Figure 5.9: Frequency responses of quasi-Yagi-Uda antenna [205]: (a) reflection; and (b) gain. For corre-

sponding dimensions of the designs see Table 5.5. 

 

TABLE 5.6: QUASI YAGI-UDA ANTENNA: DESIGN COST BREAKDOWN 

Algorithm step Number of model evaluations 
CPU-time 

Absolute [h] Relative to Rf 

Design space reduction Rc 2917 32.41 149.59 

Data acquisition and  

RSA construction 
Rc 502 5.58 25.74 

MOEA optimization Rs 25000 N/A N/A 

Pareto set refinement Rf 30 6.5 30 

Total cost N/A N/A 44.49 205.33 

Optimization within XS  

(total cost)! 
N/A N/A 61.15 282.26 

Direct search  

(low-fidelity model)# 
Rc 25000 277.78 1282.1 

Direct search  

(high-fidelity model)# 
Rf 25000 5416.7 25000 

         #  Estimated based on the number of Rs evaluations during MOEA optimization 
         !   Data acquisition terminated after 2002 Rc simulations 

5.4 Planar Yagi-Uda antenna 

Consider a planar Yagi-Uda antenna shown in Figure 5.10 [106, 148]. The antenna is imple-

mented on a Rogers RO6010 dielectric substrate (εr = 10.2, tanδ = 0.0023, h = 0.635 mm). It 

consists of a driven element fed by a microstrip-to-coplanar strip transition, a director and an 

asymmetrical microstrip balun. The input impedance is 50 ohm. The design variables are: x = 
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[s1 s2 v1 v2 u1 u2 u3 u4]
T
, whereas parameters w1 = w3 = w4 = 0.6, w2 = 1.2, u5 = 1.5, s3 = 3 and v3 

= 17.5 are fixed (all dimensions in mm).  

The high-fidelity model Rf of the structure consists of ~1,500,000 hexahedral mesh cells and its 

average evaluation time is 18 min. The low-fidelity model Rc contains ~85,680 mesh cells. Its 

typical simulation time is 110 s. The bounds of the initial search space XI are: l = [3.8 2.8 8.0 4.0 

3.0 4.5 1.8 1.3]
T
, and u = [4.4 4.5 9.8 5.2 4.2 5.2 2.6 1.8]

T
. Two design objectives are consid-

ered: F1 – minimization of the antenna maximal reflection (4.33) and F2 maximization of aver-

age gain (5.1), respectively.  

The design space reduction has been performed using the algorithm of Section 4.3.1 [204]. Note 

that during space reduction (5.1) has been constrained by (4.35). The first stage of the process 

has been terminated after 153 Rc simulations. The second stage has been completed after 137 

evaluations of the Rc model. The bounds of the refined space XD are lD = [4.1 3.63 8.11 4.27 3.6 

4.67 1.8 1.3]
T
 and uD = [4.4 4.5 8.9 5.4 3.8 4.85 2.2 1.55]

T
. The volume-wise reduction of XD 

with respect to XI is 10
3
. 

In contrary to the previously described design cases, the iterative construction of the RSA model 

Rs has not been performed here. The kriging model has been constructed within XD using a total 

of 1344 Rs model samples (1000 allocated using LHS, 256 obtained at the corners of XD, as well 

as 88 obtained in the course of space reduction). The average relative RMS error of the Rs, cal-

culated using cross-validation scheme, is 3 percent. For the sake of comparison, the same set of 

1344 samples has been rescaled to XI and utilized for construction of the RSA. However, RMS 

error of 9% makes model unsuitable for optimization. It should be noted that the number of 

samples required for construction of a reliable RSA in XI should be increased by at least 3 or-

ders—estimated using (4.3)—which is infeasible from the point of view of numerical cost. 

In the next step, the initial Pareto set has been obtained by MOEA optimization (setup: 500 

individuals; 100 generations) of the Rs model from XD. Then a set of ten Pareto-optimal designs 

has been refined using the method of Section 4.4.1. The high- and low-fidelity Pareto front rep-

resentations are compared in Figure 5.11(a). It should be noted that the slope of the initial Pare-

to set increases for the lower values of the average gain. At the same time, it remains more or 

less constant for the high-fidelity designs. The discrepancies result from increasing inaccuracy 

of the low-fidelity model Rc along XD. This problem could be mitigated by utilization of co-

kriging-based-refinement instead of response correction technique (see Figure 5.11(b)). 

The optimized antenna design with the lowest acceptable reflection of –10.5 dB features the aver-

age gain of almost 6.4 dB. At the same time, the solution with the lowest in-band reflection of –

19.8 dB exhibits the average gain of about 5.5 dB. Therefore, variability of objectives F1 and F2 

along the region of Pareto set of interest is 9.3 dB and 0.9 dB, respectively. Although change of 

the antenna in-band gain is limited, it is over twice as large as for the structure of Section 5.3. 

From this perspective, identification of Pareto designs may be justified. The key data on the opti-

mized antenna designs is gathered in Table 5.7. The frequency responses of the selected samples 

are shown in Figure 5.12. It should be noted that, similarly to the results of Section 5.3, the varia-

bility of reflection along the Pareto front is about ten times larger than the change of average gain. 

 

 
             (a)               (b) 

Figure 5.10: An eight-variable planar Yagi-Uda antenna: (a) 3D visualization; and (b) top-view with 

geometrical details [106]. 
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Figure 5.11: Planar Yagi-Uda antenna: comparison of the low- (×) and high-fidelity (□) Pareto front 

representations obtained using: (a) response correction [106]; and (b) co-kriging [217].  

 

 
             (a)                    (b) 

Figure 5.12: Frequency responses of Yagi-Uda antenna: (a) reflection; and (b) gain. For corresponding 

dimensions of the designs see Table 5.7. 

 

TABLE 5.7: SELECTED DESIGNS OF PLANAR YAGI-UDA ANTENNA 

  Objectives Antenna parameters 

  F1 [dB] F2 [dB] d1 g1 l1 l2 l3 l6 o1 s1 

A
n

te
n

n
a 

d
es

ig
n

s 

xf
(1) –7.1 6.81 4.12 3.64 8.89 4.34 3.80 4.73 2.13 1.50 

xf
(2) –9.4 6.44 4.11 3.63 8.86 4.39 3.80 4.73 2.12 1.49 

xf
(3) –10.5 6.35 4.11 3.63 8.87 4.43 3.80 4.73 2.12 1.49 

xf
(4) –11.3 6.26 4.12 3.71 8.83 4.54 3.73 4.76 2.17 1.51 

xf
(5) –12.0 6.14 4.12 3.69 8.84 4.57 3.73 4.76 2.17 1.51 

xf
(6) –13.8 5.99 4.13 3.77 8.82 4.59 3.73 4.77 2.17 1.51 

xf
(7) –15.0 5.94 4.13 3.80 8.81 4.61 3.72 4.77 2.18 1.51 

xf
(8) –16.8 5.75 4.20 4.28 8.48 4.49 3.69 4.76 2.18 1.46 

xf
(9) –17.3 5.67 4.18 4.35 8.29 4.86 3.67 4.78 2.11 1.51 

xf
(10) –19.8 5.54 4.39 4.43 8.11 5.40 3.78 4.84 2.20 1.55 

 

The total computational cost of multi-objective optimization process corresponds to about 188 

Rf simulations (~56 hours of CPU-time) and it includes: 290 and 1256 Rc for design space re-

duction and data acquisition, as well as 30 Rf evaluations for the refinement of 10 selected an-

tenna designs. The estimated cost of direct MOEA-based optimization (50,000 simulations) is 

almost 64 days for the Rc model and 625 days for the Rf model. The cost breakdown of the mul-

ti-objective antenna design is provided in Table 5.8. 

5.5 Quasi-Isotropic Dielectric Resonator Antenna 

In this section, multi-objective design optimization of a quasi-isotropic dielectric resonator an-

tenna is considered [177, 218]. It should be noted that the DRA features narrow-band operation 

(the expected bandwidth is only 4%) and, from this perspective, it is beyond the main scope of 

this dissertation. 
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TABLE 5.8: OPTIMIZATION OF YAGI-UDA ANTENNA: COST BREAKDOWN 

Algorithm step Number of model evaluations 
CPU-time 

Absolute [h] Relative to Rf 

Design space reduction Rc 290 8.86 29.53 

Data acquisition and  

RSA construction 
Rc 1256 38.38 127.93 

MOEA optimization Rs 50000 N/A N/A 

Pareto set refinement Rf 30 9 30 

Total cost N/A N/A 56.24 187.46 

Direct search  

(low-fidelity model)# 
Rc 50000 1527.8 5092.6 

Direct search  

(high-fidelity model)# 
Rf 25000 15000 50000 

         #  Estimated based on the number of Rs evaluations during MOEA optimization 

 

The structure is shown in Figure 5.13. It consists of a cuboid shape Taconic CER-10 dielectric 

resonator (εr = 10, tanδ = 0.0035) and a driven element in the form of a coaxial probe located 

within the material. The probe is fed from the bottom through a coaxial transmission line. The 

input impedance is 50 ohm. The antenna is modified with respect to the original design of [218] 

in order to introduce additional degrees of freedom for the probe location. Consequently, a bet-

ter control of the structure response can be ensured in the course of the optimization process. 

The antenna design parameters are x = [a b c o1r o2r lr]
T
. The relative variables are o1 = o1r·a, o2 

= o1r·b and l = lr·c, whereas dimensions d = 1.26 and g = 0.82 are fixed to ensure 50 ohm input 

impedance. Moreover, the conductor thickness is t = 0.05 (see Figure 5.13(b)). Note that utiliza-

tion of the relative variables is necessary to ensure geometrical consistency of the design. The 

initial search space XI is defined using the following bounds: l = [3 3 3 –0.45 –0.45 0]
T
 and u = 

[30 30 30 0.45 0.45 0.9]
T
. The unit for all non-relative dimensions is mm.  

The design is conducted using high- (~1,000,000 mesh cells, average evaluation time: 21 min) 

and the low-fidelity (~55,000 cells; evaluation time: 35 s) antenna models. The following design 

objectives are considered: F1 – minimization of the maximum reflection within 2.4 GHz to 2.5 

GHz frequency band of interest, F2 – minimization of antenna volume V(x) = a × b × c and F3 – 

reduction of difference between minimal and maximal E-field strength in x-z plane (cf. Figure 

5.13). The objectives F1 and F2 are given by (4.33) and (4.34). The objective F3 is defined as 

( ) ( ){ } ( ){ }3
max minF E Eϕ ϕ= −x x, x,  (5.2) 

where E(x,φ) represents E-field strength for the given angle φ (0° ≤ φ ≤ 360°) in x-z plane. The 

objective is calculated at the center frequency of 2.45 GHz. 

 

       
               (a)          (b) 

Figure 5.13: Compact quasi-isotropic DRA antenna: (a) 3D visualization; (b) bottom and cross section 

views with geometrical details. Dark- and light-shade gray represent metal parts of the antenna and the 

dielectric resonator, respectively [185]. 
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It should be noted that, in general, the objectives F2 and F3 are not conflicted. The reason is that 

the radiation pattern in x-z plane is the Fourier transform of the field in the aperture determined 

by the antenna dimension corresponding to this plane (in this case, the dimension b) [89]. As a 

consequence, the omnidirectional properties of the DRA in the x-z plane will deteriorate with 

increasing b. Nonetheless, other parameters may also contribute to the radiation pattern, to some 

extent. From this perspective, multi-objective optimization with respect to F2 and F3 is still con-

sidered relevant. 

The search space XI has been reduced using the algorithm of Section 4.3.4 [177, 185]. Note that, 

in the course of space reduction, objectives F2 and F3 have been constrained by (4.35). The ini-

tially reduced space XS, obtained after the first step of the algorithm, is defined by the following 

bounds: lS = [3.3 24.5 14.5 –0.03 0.37 0.63]
T
 and uS = [29.8 30 15.8 0.16 0.45 0.98]

T
. Note that 

XS is four orders of magnitude smaller (volume-wise) than XI. In the next step, the Rf model has 

been evaluated at the extreme Pareto samples utilized to define XS. Obtained responses have 

been used to perform pre-refinement of the Rc model responses by means of the space mapping 

technique (cf. Section 2.2.3.1). Subsequently, five iterations of the data acquisition/RSA con-

struction loop have been performed within XS. The kriging interpolation model Rs has been con-

structed using 576 samples of the corrected Rc model. The training set consists of 500 LHS-

allocated samples (100 samples per iteration) supplemented with 64 corners of the XS and addi-

tional 12 samples obtained during the pre-refinement step. The cross-validation-based RMS 

error of the Rs model is 3 percent.  

The initial Pareto front has been obtained using MOEA (setup: 2000 individuals, 50 iterations). 

Subsequently, its feasible fraction (i.e., designs with maximum in-band reflection below –10 

dB) has been utilized for the confinement of the design space. It should be noted that the con-

fined space XC is over 10 times smaller (volume-wise) than XS. The overall reduction rate of XC 

in comparison to XI is 10
5
. The RsC model has been constructed within XC using only 170 LHS-

allocated Rc samples (RMS error 1.5%). Finally, MOEA optimization of the RsC model has been 

performed to obtain the final Pareto-optimal set. It should be noted that due to the pre-

refinement of the low-fidelity training data, the RSA model constructed within XC is sufficiently 

accurate. Consequently, no further refinement is required and the Pareto set obtained in XC is 

considered the final outcome of the design optimization procedure. For the sake of verification, 

a set of Pareto samples has been evaluated using the Rf model (see Figure 5.14(a)). Although the 

results are in good agreement, a slight misalignment of the reflection responses between RsC and 

Rf can be observed. The reason is a residual inaccuracy of the corrected low-fidelity model (the 

discrepancies are below 0.5 dB). At the same time, the responses of F2 and F3 remain accurate.  

Among the evaluated high-fidelity designs, the antenna with the smallest volume features the 

largest E-field discrepancy of 7.9 dB and reflection of –10.6 dB. The design with the lowest E-

field variations of 4.81 dB simultaneously exhibits the largest volume (over 11,000 mm
3
) and 

barely acceptable reflection (–10 dB). Finally, the lowest in-band reflection of –11.4 dB has 

been obtained for the design with volume of almost 5700 mm
3
 and E-field discrepancy of 6.84 

dB. The ranges of variability of objectives F1, F2, and F3 along the Pareto front are 2.3 dB, 7823 

mm
3
 and 3.1 dB, respectively. The reflection responses and the radiation pattern characteristics 

of the antenna designs from Table 5.9 are shown in Figure 5.15(a) and Figure 5.16(a), respec-

tively. The results gathered in Table 5.9 indicate that the omnidirectional properties of the an-

tenna (objective F3) change inversely proportional to b. However, for designs xf
(1)

 and xf
(2)

, a 

slight deterioration of the radiation pattern with the increase of b can be observed which sug-

gests that other parameters also contribute to F3.  

The results indicate that multi-objective optimization of DRA allows for obtaining diverse de-

sign solutions for problems with more than two objectives. Selected Pareto-optimal structures 

could be utilized for volume-limited applications or for tasks where highly omnidirectional 

properties are desired. Also, some of the Pareto designs provide reflection margin that is suffi-

cient to mitigate the risk of violating specification (e.g., due to fabrication tolerances). 

The numerical cost of antenna optimization corresponds to about 42 Rf simulations (~14.5 hours 

of CPU-time). The cost includes: 610 Rc evaluations required to determine XI, 4 Rf simulations 

for pre-refinement of the Rc model, 567 Rc simulations for construction of the initial RSA, and 
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170 Rc to establish the kriging model RsC in the confined space XC. The estimated cost of direct 

MOEA optimization (100,000 simulations) of Rf and Rc model is about 4 years and over 40 

days, respectively. 
 

 
(a) (b) 

Figure 5.14: Pareto front representations of the DRA antenna from [177]: (a) confined space XC; (b) re-

duced space XS. The Rf and Rs Pareto designs are denoted by squares and light-shade gray crosses, respec-

tively. The dark-shade gray crosses represent designs that are outside the region of interest (|S11| > –10 dB). 

Detailed dimensions of the designs represented by non-empty squares are collected in Table 5.9 and Table 

5.10. Responses of designs represented by red squares are shown in Figure 5.15 and Figure 5.16. 
 

 
               (a)                (b) 

Figure 5.15: Reflection responses of selected Pareto-optimal designs obtained in: (a) confined space XC; 

and (b) initially reduced space XS [177]. 

 

TABLE 5.9: DRA ANTENNA DESIGNS OBTAINED IN XC 

  Objectives Antenna parameters 

  F1 [dB] F2 [mm3] F3 [dB] a b c o1r o2r lr 

A
n

te
n

n
a 

d
es

ig
n

s 

xf
(1) –10.0 11337 4.81 29.24 25.22 15.37 0.085 0.424 0.648 

xf
(2) –10.7 10337 4.92 27.04 25.30 15.11 0.089 0.413 0.655 

xf
(3) –11.3 10812 5.05 28.86 25.42 14.74 0.071 0.403 0.635 

xf
(4) –10.8 6760 5.93 16.47 27.17 15.11 0.052 0.423 0.641 

xf
(5) –9.9 4691 6.87 10.98 28.47 15.01 0.052 0.418 0.687 

xf
(6) –10.8 4898 6.91 11.38 28.59 15.06 0.079 0.406 0.665 

xf
(7) –11.4 5699 6.84 13.28 28.60 15.00 0.127 0.390 0.649 

xf
(8) –10.6 3514 7.90 8.00 29.62 14.83 0.094 0.398 0.715 

xf
(9) –11.2 4168 7.61 9.61 29.46 14.72 0.070 0.403 0.698 

xf
(10) –10.5 8522 5.37 21.41 26.24 15.17 0.058 0.417 0.643 
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For the sake of comparison, the multi-objective design has been also performed in XS. The RSA 

model has been constructed using the same set of 576 Rc samples. However, pre-refinement of 

the training data has not been considered here. The initial Pareto set has been obtained using 

MOEA. The algorithm setup is the same as above. Subsequently, a set of 14 designs selected 

along the initial Pareto front has been refined using the response correction technique. Figure 

5.14(b) shows a comparison of the low- and high-fidelity Pareto fronts.  

The reflection characteristics and radiation patterns of the high-fidelity antenna designs selected 

from Table 5.10 are shown in Figure 5.15(b) and Figure 5.16(b). The results indicate that the 

design with the lowest E-field discrepancy of 4.97 dB features the volume of 9781 mm
3
 and 

reflection of –10 dB. The antenna design characterized by the smallest volume also features the 

highest E-field strength discrepancy (8.1 dB). The maximum in-band reflection of this design is 

–10.8 dB. Finally, the lowest in-band reflection of –13.2 dB has been obtained for the antenna 

structure with the volume of 10164 mm
3
 and E-field discrepancy of 5.43 dB. The ranges of var-

iability of F1, F2, and F3 along the Pareto front are 3.2 dB, 7308 mm
3
 and 3.1 dB, respectively.  

The total design optimization cost in XS corresponds to ~75 Rf simulations (~26.2 hours of CPU-

time). The cost includes: 610 Rc and 567 Rc simulations for determination of XS and RSA con-

struction, as well as 42 Rf evaluations required for the refinement of designs selected from the 

initial Pareto set. It should be noted that the lack of the pre-refinement step significantly in-

creased the CPU-time of multi-objective optimization. The detailed cost breakdown of the de-

sign process can be found in Table 5.11. 

 
              (a)                (b) 

Figure 5.16: E-field radiation patterns of DRA antenna for selected Pareto-optimal designs obtained in: (a) 

confined space XC; and (b) initially reduced space XS [177]. For explanation of markers see Figure 5.15. 

 

TABLE 5.10: DRA ANTENNA DESIGNS OBTAINED IN XS 

  Objectives Antenna parameters 

  F1 [dB] F2 [mm3] F3 [dB] a b c o1r o2r lr 

A
n

te
n

n
a 

d
es

ig
n

s 

xf
(1) –10.0 9781 4.97 25.49 25.47 15.07 0.039 0.432 0.659 

xf
(2) –10.8 10424 5.02 27.10 25.64 15.00 0.035 0.439 0.659 

xf
(3) –10.2 6564 5.94 16.09 27.17 15.01 0.061 0.435 0.657 

xf
(4) –10.4 4793 6.95 11.33 28.54 14.82 0.074 0.406 0.686 

xf
(5) –10.8 3116 8.11 6.74 29.91 15.45 0.117 0.430 0.671 

xf
(6) –11.8 3963 7.84 9.18 29.67 14.55 0.110 0.408 0.690 

xf
(7) –13.2 10164 5.43 26.62 26.28 14.53 0.048 0.422 0.633 

xf
(8) –10.9 7342 5.82 18.33 27.01 14.83 0.070 0.448 0.633 

xf
(9) –12.4 5057 7.22 11.82 29.05 14.73 0.003 0.402 0.633 

xf
(10) –12.6 7870 5.95 19.91 27.26 14.50 0.082 0.449 0.633 
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TABLE 5.11: DRA ANTENNA OPTIMIZATION: COST BREAKDOWN 

Algorithm step Number of model evaluations 
CPU-time 

Absolute [h] Relative to Rf 

Initial space reduction Rc 610 5.93 16.94 

Pre-refinement of Rc Rf 4 1.4 4 

Data acquisition and 

RSA construction 
Rc 567 5.51 15.75 

MOEA optimization Rs 100000 N/A N/A 

Space confinement 

and RSA reset 
Rc 170 1.65 4.72 

MOEA optimization Rs 100000 N/A N/A 

Pareto set refinement Rf 0 0 0 

Total cost N/A N/A 14.5 41.41 

Optimization within XS 

(total cost) 
N/A N/A 26.14 74.69 

Direct search 

(low-fidelity model)# 
Rc 100000 972.2 2778.3 

Direct search 

(high-fidelity model)# 
Rf 100000 35000 100000 

         #  Estimated based on the number of Rs evaluations during MOEA optimization 

 

The results of comparison indicate that, for the considered antenna design, identification of XC is 

more numerically demanding than determination of XS [185]. It should be emphasized that one 

of the most important properties of space confinement technique is the ability to accurately nar-

row down the space to the region containing feasible solutions. As a consequence, the model 

RsC can be constructed using a very limited number of Rc samples. Moreover, due to space con-

finement, a vast majority of the Pareto set obtained within XC fulfills the requirement with re-

spect to the minimum acceptable reflection which is not the case in XS (see Figure 5.14). The 

results indicate that the space confinement method may be useful for solving design problems 

with multiple design objectives. At the same it, its computational cost is larger as compared to 

other space reduction methods discussed in this work. As shown in this section, this problem 

can be mitigated by means of appropriate correction techniques (pre- or post-refinement of the 

RSA model). They, however, are useful only if correlation between the high- and low-fidelity 

models is good. The cost may be also reduced by limiting number of samples utilized for a con-

struction of RSA within XS. 

5.6 Compact UWB Impedance Transformer 

The aim of the last design example is to demonstrate that expedited multi-objective optimization 

method described in this work can be also applied to microwave structures. The design example 

is a compact three section microstrip impedance transformer shown in Figure 5.17 [120, 219]. 

The circuit consists of T-shaped compact microstrip resonant cells (CMRCs) [220]. The CMRC 

is constructed as a combination of series high-impedance and shunt low-impedance microstrip 

sections and it is an electrical equivalent of conventional transmission line at a certain frequen-

cy. For the sake of brevity, details related to the design of CMRC structures are not discussed 

here. Interested reader is referred to, e.g., [219-221]. 

The transformer is supposed to match the 50 ohm input to 130 ohm load within 3.1 GHz to 10.6 

GHz frequency range. The structure is implemented on a 0.762 mm thick Taconic RF-35 sub-

strate. The design is represented by a 15-variable vector: x = [w11 w21 w31 l21 l31 w12 w22 w32 l22 l32 

w13 w23 w33 l23 l33]
T
. Parameters wi1 = 1.7 and wi2 = 0.15 remain fixed to ensure desired source 

and load impedances. All dimensions are in mm. 

The high-fidelity model Rf of the transformer consists of about 1,200,000 mesh cells and its 

average simulation time is 12 min. The low-fidelity model Rc contains ~55,000 cells (simulation 

time 49 s). Two design objectives are considered: F1 – minimization of maximal in-band reflec-
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tion and F2 – reduction of the structure footprint V(x) = A × B where A = 2·(l21 + l31) + w21 + w12 

+ 2·(l22 + l32) + w22 + w13 + 2·(l23 + l33) + w23 and B = w11 + w31 + l31. The objectives are given by 

(4.33) and (4.34). The bounds of the initial search space XI are l = [0.15 0.15 0.15 0.5 0.15 0.15 

0.15 0.15 0.5 0.15 0.15 0.15 0.15 0.5 0.15]
T
 and u = [1 1 1 5 0.5 1 1 1 5 0.5 1 1 1 5 0.5]

T
. Note 

that l/u are defined so that the technology limitations of the circuit (i.e., minimal width of nar-

row strips and slots) are accounted for [220]. 

The design space reduction has been performed using the algorithm of Section 4.3.2 [120]. 

Space reduction has been performed with constraint (4.35) imposed on objective (4.34). The 

dimensionality of XS is reduced to 12 variables because w21 = 0.15, l31 = 0.15 and w33 = 0.15 are 

fixed for both extreme Pareto designs. The new vector of parameters is x = [w11 w31 l21 w12 w22 

w32 l22 l32 w13 w23 l23 l33]
T
. The reduced space XS is defined by the following bounds: lS = [0.24 

0.49 0.86 0.36 0.15 0.21 1.73 0.15 0.16 0.15 1.8 0.14]
T
 and uS = [0.39 0.89 1.66 0.44 0.16 0.25 

2.33 0.15 0.17 0.20 2.32 0.15]
T
. It should be noted that XS is 16 orders smaller (volume-wise) 

than XI.  

The kriging interpolation model (RMS error 2%) has been constructed in XS using 1002 samples 

(1000 LHS-based obtained in 10 iterations of the data acquisition/RSA construction loop and 2 

low-fidelity extreme Pareto designs). In the next step, the model has been optimized using 

MOEA (algorithm setup: 500 individuals; 50 iterations). Finally, a set of 10 designs selected 

along the initial Pareto front has been refined by means of response correction technique (cf. 

Section 4.4.1). A comparison of the low- and high-fidelity Pareto sets is shown in Figure 5.18. 

The obtained results are in good agreement. 

 

 
             (a)               (b) 

Figure 5.17: A 3-section CMRC-based UWB impedance transformer [120]: (a) 3D visualization; and (b) 

geometrical details. 

 

 
Figure 5.18: The low- (×) and the high-fidelity (□) Pareto front representations of 3-section impedance 

transformer [120].  
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The high-fidelity model design with the lowest in-band reflection of –14.4 dB features the larg-

est area of 19.5 mm
2
. The footprint of the smallest structure with acceptable reflection (–10.7 

dB) is 11 mm
2
. Therefore, the variability of F1 and F2 along the Pareto set is 3.7 dB and 8.5 

mm
2
 (43%), respectively. Frequency responses of the selected high-fidelity designs from Table 

5.12 are shown in Figure 5.19. It should be noted that the footprint of conventional 50-to-130 

ohm impedance transformer operating within defined frequency range is 26.1 mm
2
 [219]. 

Therefore, the CMRC-based designs obtained using the discussed multi-objective optimization 

algorithm offer miniaturization rates of up to 55 percent. From this perspective, reduction of 

transformer size may be considered important. On the other hand, structure miniaturization re-

sults in worsening of its electrical performance (similarly as for other considered design prob-

lems) and thus selection appropriate trade-off between requirements depends on application of 

the transformer.  

The numerical cost of transformer optimization corresponds to 133 evaluations of the high-

fidelity model (~27 hours) and it includes: 520 Rc, 1000 Rc, and 30 Rf evaluations for design 

space reduction, data acquisition and refinement of the samples selected along the initial Pareto 

set, respectively. At the same time, the estimated cost (25000 evaluations) of direct MOEA op-

timization of Rf and Rs model is 208 days and 333 hours, respectively. The detailed cost break-

down of expedited multi-objective design procedure is provided in Table 5.13. 

 

 
Figure 5.19: Reflection characteristics of UWB impedance matching transformer for selected Pareto-

optimal designs [120]. 

 

TABLE 5.12: UWB IMPEDANCE TRANSFORMER: SELECTED PARETO-OPTIMAL DESIGNS 

  Objectives Antenna parameters 

  F1 [dB] F2 [dB] w11 w31 l21 w12 w22 w32 l22 l32 w13 w23 l23 l33 

A
n

te
n

n
a 

d
es

ig
n

s 

xf
(1) –8.9 10.3 0.244 0.496 1.069 0.424 0.153 0.208 1.844 0.152 0.161 0.165 1.894 0.151 

xf
(2) –10.7 11.0 0.376 0.496 0.865 0.417 0.151 0.246 1.735 0.150 0.160 0.150 1.798 0.150 

xf
(3) –11.4 11.7 0.394 0.496 0.869 0.411 0.155 0.246 1.735 0.153 0.160 0.151 2.032 0.151 

xf
(4) –11.8 12.9 0.378 0.566 1.168 0.411 0.154 0.220 1.741 0.153 0.161 0.152 2.031 0.150 

xf
(5) –12.0 13.3 0.378 0.559 1.368 0.407 0.153 0.220 1.741 0.153 0.163 0.197 2.009 0.151 

xf
(6) –12.5 14.2 0.331 0.706 1.496 0.356 0.153 0.223 1.734 0.153 0.169 0.157 1.799 0.151 

xf
(7) –13.1 15.0 0.335 0.740 1.540 0.359 0.154 0.230 1.798 0.153 0.168 0.175 1.817 0.151 

xf
(8) –13.3 16.7 0.382 0.739 1.547 0.412 0.153 0.210 2.017 0.152 0.160 0.180 2.034 0.150 

xf
(9) –14.1 17.4 0.389 0.772 1.609 0.399 0.153 0.229 2.020 0.151 0.161 0.174 2.047 0.151 

xf
(10) –14.4 19.2 0.392 0.842 1.561 0.421 0.153 0.207 2.198 0.152 0.160 0.165 2.182 0.151 

            # Parameters w21 = 0.15, l31 = 0.15 and w33 = 0.15 are excluded from the table 
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TABLE 5.13: UWB IMPEDANCE TRANSFORMER: COST BREAKDOWN 

Algorithm step Number of model evaluations 
CPU-time 

Absolute [h] Relative to Rf 

Design space reduction Rc 520 7.08 35.39 

Data acquisition and  

RSA construction 
Rc 1000 13.61 68.06 

MOEA optimization Rs 25000 N/A N/A 

Pareto set refinement Rf 30 6 30 

Total cost N/A N/A 26.69 133.45 

Direct search  

(low-fidelity model)# 
Rc 25000 333.33 1666.7 

Direct search  

(high-fidelity model)# 
Rf 25000 5000 25000 

         #  Estimated based on the number of Rs evaluations during MOEA optimization 
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6 EXPERIMENT 

In this chapter, experimental verification of the antenna structures designed by means of expe-

dited multi-objective optimization techniques considered in this work has been discussed. Com-

parison of the simulated and measured characteristics has been performed using two examples: 

the UWB monopole antenna of Section 5.1 and the quasi-Yagi-Uda structure of Section 5.3. 

Three designs—selected along the obtained Pareto fronts—have been manufactured. Simula-

tions and measurements have been compared with respect to reflection, E-field radiation pattern 

(at three frequencies and two planes) and realized gain (in case of the quasi-Yagi structure). The 

measurements have been conducted at Reykjavik University, Iceland and Gdansk University of 

Technology, Poland. 

6.1 UWB Monopole Antenna 

The Pareto-optimal designs xf
(2)

, xf
(6)

 and xf
(10)

 (see Table 5.1 for detailed dimensions) of the 

UWB monopole antenna of Section 5.1 have been manufactured. The photographs of the fabri-

cated structures can be found in Figure 6.1. It should be noted that the sizes of the structures 

vary considerably.  

A comparison of simulations and measurements in terms of reflection responses is shown in 

Figure 6.2. All designs fulfill the requirement concerning the maximum acceptable |S11| (as-

sumed to be below –10 dB). The maximum measured in-band reflection is –13.5 dB, –11.8 and 

–10.5 dB for design xf
(10)

, xf
(6)

 and xf
(2)

, respectively. At the same time, the values obtained from 

simulations are –15.2 dB, –13.5 dB and –10.4 dB. The peak difference between the measured 

and the simulated reflection characteristics is 1.7 dB for xf
(10)

 and xf
(6)

, and only 0.1 dB for xf
(2)

. 

On the other hand, the shapes of the simulated and the measured characteristics are different. 

Noticeable discrepancies include frequency shift of the resonances as well as different number 

of resonances (see Figure 6.2(a)).  

The E-field radiation patterns of the considered antenna realizations are shown in Figure 6.3. 

The comparison of the responses has been performed in the x-z (horizontal) and the y-z (eleva-

tion) planes for frequencies 4 GHz, 7 GHz and 10 GHz (see Figure 6.1 for visualization). In 

order to allow for numerical assessment of the discrepancies between the results, the radiation 

patterns have been expressed as the difference between maximal and minimal E-field strength 

along the selected plane. A comparison of the measured and simulated values is provided in 

Table 6.1. The obtained results indicate that measured E-field strength ratios are larger than 

simulated and increase with frequency. Moreover, in x-z plane the E-field characteristics are 

omnidirectional which is typical for planar monopole structures. Despite noticeable discrepan-

cies between the simulations and measurement, shapes of obtained radiation patterns are similar.  
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           (a)         (b)                  (c) 

 
            (d)            (e)                   (f) 

Figure 6.1: A photograph of fabricated UWB monopole antenna prototypes: (a)-(c) top-view; (d)-(f) 

bottom-view. The selected designs are: (a), (d) xf
(10)

; (b), (e) xf
(6)

; and (c), (f) xf
(2)

. For detailed dimensions 

of selected antenna designs see Table 5.1. 

 

 
             (a)        (b)                  (c) 

Figure 6.2: Comparison of simulated (– –) and measured (–––) reflection characteristics of UWB mono-

pole antenna at: (a) design xf
(10)

; (b) design xf
(6)

; (d) design xf
(2)

. 

 

Discrepancies between the simulated and measured characteristics of the considered antenna 

designs are mostly due to utilization of simplified high-fidelity EM model that lacks the SMA 

connector. To some extent, differences between the results are also introduced by antenna fabri-

cation and assembly tolerances, as well as electrically large setup utilized in the measurement 

process. 

6.2 Quasi-Yagi-Uda Antenna 

The Pareto-optimal designs xf
(2)

, xf
(5)

 and xf
(10)

 of the quasi-Yagi-Uda antenna of Section 5.3 

have been fabricated. Photographs of the manufactured structures are shown in Figure 6.4, 
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whereas their detailed dimensions are gathered in Table 5.5. Visible geometrical differences 

between the considered structures include slightly different sizes (design xf
(2)

 is the smallest 

whereas xf
(10)

 is the largest; note that miniaturization of antenna was not of concern). Moreover, 

the considered antennas exhibit different allocations of ground plane stubs, as well as different 

widths and lengths of the reflectors. 

A comparison of antenna reflection characteristics is shown in Figure 6.5. The obtained results 

indicate that design xf
(2)

 slightly violates the assumed design specification (|S11| > –10 dB). The 

maximum measured in-band reflection is –11.3 dB, –12 dB and –9.6 dB for the design xf
(10)

, xf
(5)

 

and xf
(2)

, respectively. The corresponding simulated values are –16.7 dB –14 dB and –11 dB, so 

that the peak discrepancies between simulations and measurements are 5.4 dB, 2 dB and 1.4 dB. 

It should be noted that considerable difference of the maximum in-band |S11| for the design xf
(10)

 

is a consequence of misalignment between the simulated and measured characteristics. The 

measured bandwidth of the antenna at xf
(10)

 is 350 MHz narrower than simulated one. At the 

same time, the reflection measured for the design xf
(2)

 is 400 MHz broader than the one obtained 

from simulations. The discrepancies between responses of the EM model and fabricated proto-

types also include different number of resonances. 

 
          (a)                  (b)               (c) 

 
          (d)                  (e)               (f) 

 
          (g)                  (h)               (i) 

Figure 6.3: Comparison of simulated (– –) and measured (–––) E-field radiation pattern characteristics of 

UWB monopole antennas in x-z (black lines) and y-z (gray lines) planes: (a)-(c) design xf
(10)

; (d)-(f) de-

sign xf
(6)

; (g)-(i) design xf
(2)

. 
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The gain characteristics of the considered antenna designs are compared in Figure 6.6. The 

shapes of the simulated and measured characteristics are similar. On the other hand, in the 4 

GHz to 6 GHz range, the gain levels of the measured prototypes (measured using three antenna 

method [89]) are noticeably lower than for the simulated characteristics. The measured average 

in-band gain for designs xf
(2)

, xf
(5)

 and xf
(10)

 is 6.05 dB, 6.16 dB and 6.23 dB, respectively. The 

corresponding simulated values are 6.83 dB, 6.68 dB and 6.43 dB, so that the differences be-

tween obtained results are 0.78 dB, 0.52 dB and 0.2 dB.  

The simulated and measured E-field radiation patterns of the antenna designs are shown in Fig-

ure 6.7. The results are compared in y-z (elevation) and x-y (horizontal) planes (see Figure 6.4 

for visualization) for 5 GHz, 7 GHz and 9 GHz frequencies. The measured and simulated front-

to-back (F/B) ratios for selected antenna designs are gathered in Table 6.2. The obtained results 

are similar; however measured F/B rates are slightly larger.  

 

 
            (a)                (b)            (c) 

 
            (d)                (e)            (f) 

Figure 6.4: Planar quasi Yagi-Uda antenna – photograph of fabricated prototypes: (a)-(c) top-view; (d)-

(f) bottom-view. The selected designs are: (a), (d) xf
(2)

; (b), (e) xf
(5)

; and (c), (f) xf
(10)

. For detailed dimen-

sions of manufactured structures see Table 5.5. 
 

 
             (a)        (b)                  (c) 

Figure 6.5: Comparison of simulated (– – –) and measured (–––) reflection characteristics of quasi Yagi-

Uda antenna: (a) design xf
(2)

; (b) design xf
(5)

; (d) design xf
(10)

. 
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             (a)        (b)                  (c) 

Figure 6.6: Planar quasi-Yagi-Uda antenna – comparison of simulated (– –) and measured (––) gain 

characteristics: (a) design xf
(2)

; (b) design xf
(5)

; (d) design xf
(10)

. 

 

 
          (a)                  (b)               (c) 

 
          (d)                  (e)               (f) 

 
          (g)                  (h)               (i) 

Figure 6.7: Comparison of simulated (– –) and measured (–––) E-field radiation patterns of the quasi-

Yagi-Uda antenna in y-z (black lines) and x-y (gray lines) planes: (a)-(c) design xf
(10)

; (d)-(f) design xf
(6)

; 

(g)-(i) design xf
(2)

. 
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The differences between simulations and measurements result from utilization of the EM anten-

na model that lacks the SMA connector. As shown in [82], the SMA connector should be in-

cluded in the EM models of compact structures because it notably influences the behavior of the 

structure (e.g., for the considered antenna structure, the measured |S11| exhibits an additional in-

band resonance which is most likely introduced by the SMA connector [82]). To some extent, 

discrepancies between the results also result from the fabrication tolerances, electrically large 

measurement equipment, as well as imperfections of the measurement setup (e.g., manual posi-

tioning of antennas for gain measurements based on the three antenna method). Moreover, the 

considered antenna is small and thus precision of the prototype assembly (board cutting, SMA 

positioning, etc.) is rather important. 

 

TABLE 6.1: E-FIELD STRENGTH RATIOS OF UWB MONOPOLE ANTENNA 

  Simulation Measurement 

 Frequency xf
(2) xf

(5) xf
(10) xf

(2) xf
(5) xf

(10) 

x
-z

 p
la

n
e 

[d
B

] 

4 GHz 1.95 2.09 2.23 9.02 6.94 4.68 

7 GHz 8.28 10.22 6.81 13.48 10.31 9.59 

10 GHz 10.67 11.01 9.35 16.45 21.03 18.30 

y
-z

 p
la

n
e 

[d
B

] 

4 GHz 31.77 33.87 35.75 19.08 19.93 20.86 

7 GHz 42.23 31.64 32.22 29.47 23.53 19.49 

10 GHz 28.04 20.50 20.83 24.35 22.76 21.72 

 

TABLE 6.2: QUASI YAGI-UDA ANTENNA: COMPARISON OF F/B RATIO 

  Simulation Measurement 

 Frequency xf
(2) xf

(5) xf
(10) xf

(2) xf
(5) xf

(10) 

y
-z

 p
la

n
e 

[d
B

] 

5 GHz 14.52 13.65 12.11 15.11 15.37 14.35 

7 GHz 21.85 20.93 17.84 17.91 17.48 16.99 

9 GHz 21.06 22.92 26.04 27.97 31.30 33.75 

x
-y

 p
la

n
e 

[d
B

] 

5 GHz 26.44 27.54 30.40 24.58 22.47 19.25 

7 GHz 23.07 25.50 30.71 24.94 29.63 27.82 

9 GHz 25.85 25.83 25.14 26.12 27.03 28.76 
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7 DISCUSSION AND 

RECOMMENDATIONS 

The main focus of this work were strategies for computationally efficient multi-objective design 

optimization of antenna structures. By suitable combination of variable-fidelity electromagnetic 

simulations, design space reduction techniques, data-driven surrogate models, response correc-

tion methods, the algorithms presented in Chapters 2 through 4 permit feasible handling of mul-

tiple objectives and generating available trade-off designs for expensive EM antenna models, 

including the cases when the number of geometry parameters is large. In this chapter, a brief 

quantitative discussion of this algorithmic framework is provided, including analysis of its vari-

ous components, andmore importantlyrecommendations for algorithm setup when dealing 

with specific types of antenna structures. 

7.1 Quantitative Discussion of Algorithm Components 

The multi-objective optimization framework discussed in this work contains several important 

components, including design space reduction, data-driven surrogate modeling scheme, multi-

objective evolutionary algorithm, and design refinement procedures. Most of the operations are 

performed at the level of low-fidelity antenna model (here, obtained from coarse-discretization 

EM simulations). Some of these components are critical from the point of view of feasible han-

dling of multi-dimensional design spaces, others influence both the performance of the algo-

rithm (in terms of the quality of the final Pareto set obtained) and its computational cost. Certain 

components are of minor importance. In the remaining part of this section, a brief characteriza-

tion of all the framework components is provided taking into account the aforementioned fac-

tors. 

Design space reduction is the first step of the optimization framework. It is critical for handling 

multi-dimensional design problems. Restricting search space to the region containing Pareto 

front allows for construction of an accurate RSA model using a limited number of training sam-

ples. The following methods have been described in this work: 

− The sequential approach (cf. Section 4.3.2) is the most versatile method. It can be uti-

lized to handle problems with two- or more design objectives. It is simple to use and 

easy to implement. However, it may be of limited accuracy in case of large misalign-

ment between the low- and high-fidelity models (see Section 5.1). 
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− The Pareto-dominance-based technique (cf. Section 4.3.1) exploits a mechanism that 

rapidly narrows down the initial search space to a small region. The method may be 

useful for problems that lack reasonably good starting point for using sequential ap-

proach. However, usefulness of Pareto method decreases with the increasing dimen-

sionality and size of the search space. The reason is that star-distribution DoE is often 

too sparse to allow for accurate identification of the region containing the Pareto front. 

− The rotational approach (cf. Section 4.3.3) is very efficient, especially for design prob-

lems with multiple parameters. Its computational cost is the same as that of sequential 

method. The rotational technique can only be used (as it is formulated in this work) for 

two-objective problems. It assumes that the Pareto front is allocated close to the line 

segment spanned by the extreme Pareto-optimal design. This assumption is typically 

valid for most antenna structures, yet, in some cases, the method may fail to capture the 

entire front. 

− The space confinement technique (cf. Section 4.3.4) is an alternative way of finding the 

region of the design space that contains Pareto-optimal design. It is particularly useful 

for constrained problems, where certain acceptability thresholds are imposed on one or 

more objectives. However, its numerical cost is higher compared to other reduction ap-

proaches. 

Accuracy of all of the aforementioned methods can be improved by incorporating high-fidelity 

extreme Pareto-optimal designs (cf. Section 4.3.5) at the expense of some extra computational 

overhead. 

The central components of the design framework are data-driven models (cf. Section 2.2.2). 

They are essential to enable fast multi-objective optimization using population-based algo-

rithms. For the sake of computational efficiency, they are constructed from low-fidelity model 

data (cf. Section 2.2.1). The model accuracy threshold is set to 3% (in terms of the average 

RMS error estimated using cross-validation). In case of computational budget constraints, it is 

possible to relax this condition, however, it may lead to reduced accuracy of determining the 

Pareto front. In this work, the modeling technique of choice is kriging interpolation (mostly due 

to easy access through various third-party toolboxes [167], [168]), however, any other approxi-

mation technique (e.g., radial basis functions [171], support vector regression [172], or Gaussian 

process regression [173]) can be used as well. The particular modeling is not critical here. 

The next step of the design process is MOEA-based optimization (cf. Section 3.3.1). Here, an 

in-house implementation based on [200] is utilized. However, any multi-objective version of 

any population-based metaheuristic can be used as well. Nor computational efficiency of the 

algorithm, nor its performance are critical for the overall results of the considered optimization 

framework. In this work, a default value of 25,000 objective function evaluations has been used 

as a termination criterion for MOEA. In terms of the CPU time, the cost is negligible compared 

to EM simulation. Potential inaccuracies that may occur during the process as a result of data-

driven model optimization imperfections may still be corrected at the design refinement stage. 

The design refinement is an important step of the design process that elevates the initial Pareto-

optimal designs to the high-fidelity model level. In majority of algorithm configurations, this is 

the only step that exploits high-fidelity model evaluations. Two refinement methods (different 

in terms of the utilized mechanisms, optimization cost and complexity), have been considered in 

this work: 

− Response correction (cf. Section 4.4.1) is the simpler one. It is easy to implement and 

allows for controlling the cost of the refinement process by selecting the desired number 

of high-fidelity Pareto designs to be obtained. The results presented in this work indi-

cate that the accuracy of response correction depends on correlation between the high- 

and low-fidelity models (see Section 5.2). 

− The co-kriging-based method (cf. Section 4.4.2) allows for refinement of the entire Pa-

reto set at a time and thus provides more comprehensive information about the structure 

at hand. On the other hand, co-kriging method is more difficult to implement and more 

sensitive to MOEA setup than response correction (cf. Appendix A1). 
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Furthermore, misalignment between the low- and high-fidelity models can be reduced before 

executing design refinement. This stage can be realized using, e.g., space mapping techniques 

[152], [174], [175], [176]. Although incurring extra computational overhead, it usually leads to 

improved accuracy of the refinement stage.  

Most operations of the design framework are performed at the low-fidelity model level. On one 

hand, the model should be possibly cheap to reduce the cost of algorithm operation. On the oth-

er hand, reasonable accuracy of the model is particularly important for design space reduction 

but also data-driven surrogate construction. Having this in mind, finding appropriate balance 

between accuracy and evaluation cost of the low-fidelity model is desired. Unfortunately, auto-

mated determination of the low-fidelity model setup is still an open problem. In practice (in-

cluding all examples considered in this work), the low-fidelity model was selected based on 

visual inspection of the structure responses and using grid convergence studies.  

7.2 Discussion and Recommendations 

Here, a few remarks concerning recommendations of specific algorithm setup are given. The 

following factors should be considered while determining the algorithm setup: (i) user experi-

ence, (ii) quality of available low-fidelity model, and (iii) problem-specific knowledge (e.g., 

relative importance of particular geometry parameters).  

For less experienced users, configuration of the algorithm with sequential design space reduc-

tion and response correction is recommended due to simplicity of implementation and versatili-

ty. Such configuration is also flexible in terms of the number of Pareto designs for refinement. 

For more experienced users, tailoring the algorithm configuration to the design problem at hand 

is recommended. Depending on the number of design objectives and space dimensionality, rota-

tional or confinement methods should be considered for space reduction. Also, co-kriging-based 

refinement is recommended as the method that allows for obtaining more comprehensive infor-

mation about trade-offs between design objectives. 

In most cases, LHS is recommended as design of experiments technique of choice. However, 

for lower dimensional problems (say, up to 7-8 variables—128-256 design space corners) a 

combination of LHS with factorial DoE methods should be considered to ensure better RSA 

accuracy in the vicinity of the search space corners. 

As indicated earlier, the importance of the multi-objective optimization engine (here, MOEA) is 

minor (both in terms of computational cost and reliability of the process), virtually any multi-

objective version of popular population-based metaheuristic can be used as available for the 

user. Similarly, other types of approximation models (e.g., support vector regression or Gaussi-

an process regression) can be used as data-driven surrogate based on what is available.  

For narrow-band structures, frequency scaling of training data before construction of the data-

driven model is recommended to reduce the cost of further refinement of the initial Pareto set. 

At the same time, it may not be necessary for broadband structures because their coarsely-

discretized models exhibit smaller frequency-shift-like discrepancies. 
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8 SUMMARY 

In this dissertation, a design framework for fast multi-objective optimization antenna structures 

has been discussed. The method utilizes design space reduction, response surface approxima-

tions, population-based metaheuristics and surrogate-based techniques. In the design process, 

the RSA model constructed using low-fidelity model data is optimized using a multi-objective 

evolutionary algorithm. The initial Pareto set obtained this way is further corrected using surro-

gate-assisted methods.  

Space reduction extends applicability of the method to multi-dimensional problems by narrow-

ing down the design space to the region containing Pareto-optimal designs. Five reduction tech-

niques, suitable for solving various design problems, have been described. They have been nu-

merically validated in terms of accuracy, computational cost, the size of reduced space and qual-

ity of the high-fidelity Pareto front representations. The influence of space reduction on scalabil-

ity of the algorithm cost with respect to the number of design variables has been also investigat-

ed. 

The design framework has been numerically validated through two-objective design of seven 

wideband antennas with 3 to 24 design parameters, a three-objective design of a narrow-band 

DRA, and two-objective optimization of a compact three-section impedance matching trans-

former. The last two structures have been considered to indicate that the method can be also 

applied for design of other structures than UWB antennas. The cost of the algorithm operation is 

low compared to direct population-based multi-objective optimization of high-fidelity EM mod-

el. The numerical results have been confirmed by experimental validation of two antenna struc-

tures. 

The most important original contributions of this dissertation include: 

− enhancement of RSA models applicability to multi-dimensional problems and devel-

opment of five space reduction techniques; 

− a detailed comparison of the developed space reduction techniques; 

− analysis of the scalability properties of the optimization algorithm with respect to the 

number of antenna design parameters; 

− statistical analysis of the MOEA for design problems with three to nine adjustable pa-

rameters; 

− comparison of the Pareto set refinement techniques;  

− implementation of the discussed methods and algorithms in a MATLAB-based design 

optimization framework; 

− expedited design optimization of eight antennas and impedance transformer with re-

spect to two and three objectives, and experimental validation of two of them. 
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To the best knowledge of the author, this is the only approach reported so far in the literature 

that allowsusing a single PC machinefor obtaining a reliable representation of the high-

fidelity Pareto set at a practically acceptable computational cost. Depending on the problem 

complexity, the absolute CPU time of the optimization process is up to a few dozen hours, com-

pared to a few months required by conventional methods. 

8.1 Conclusions 

The main focus of this work was computationally efficient multi-objective optimization of an-

tenna structures. The obtained numerical and experimental results indicate that the goals of this 

dissertation have been achieved and theses have been positively verified (see also Section 1.2). 

As demonstrated, appropriate combination of variable-fidelity EM simulations, approximation 

models, surrogate-assisted techniques and evolutionary algorithms allow for expedited optimi-

zation of high-fidelity EM models of real-world antenna structures. On the other hand, the cost 

of obtaining accurate RSA models (critical for the considered design framework) grows very 

quickly with dimensionality of the design space. Applicability of the technique to multi-

dimensional antenna structures (demonstrated for up to 24-parameter cases) can be maintained 

by utilization of appropriate space reduction methods.   

It should be emphasized that the algorithmic framework considered here offers dramatic reduc-

tion of the computational cost compared to conventional methods. For the considered design 

cases, the cost of antenna optimization using the presented approach corresponds to up to 200 

evaluations of the high-fidelity EM model. At the same time, estimated cost of direct popula-

tion-based optimization of high-fidelity EM models is two to three orders higher.  

8.2 Future Work 

The discussed design framework addresses difficulties pertinent to multi-objective optimization 

of EM models of antenna structures. On the other hand, successful application of the algorithm 

depends, to some extent, on engineering experience and it cannot guarantee that the entire Pare-

to front is captured. Also, certain components of the framework need further improvements.  

The computational cost and reliability of the design space reduction step can be improved by 

using better single-objective algorithms. This could be realized using adjoint sensitivity-based 

methods embedded in trust region framework. Feature-based optimization or methods based on 

local approximation models may also be of interest.  

Also, the framework requires mechanism that allows for expanding the data-driven model to 

ensure that true Pareto front is captured. This may be realized by expanding the region deter-

mined by the space reduction algorithm and allocating additional training samples therein. 

Another (quantitatively significant) enhancement would be to completely change the strategy of 

generating the initial Pareto front representation by using deterministic procedures rather than 

metaheuristic. This could be realized by finding the path connecting the extreme Pareto-optimal 

designs using methods similar to pattern search and operating directly on low-fidelity EM mod-

els. 

A separate problem is related to determination of the low-fidelity model with appropriate speed-

to-accuracy ratio. Although manual selection of the low-fidelity model that is sufficiently accu-

rate representation of the high-fidelity model is relatively simple, determination of the best pos-

sible trade-off between the model quality and its simulation cost is still an open problem. One of 

the difficulties is development of relevant measure of discrepancy between the low- and high-

fidelity models. It should be emphasized that solution to this problem is of importance not only 

from the point of view of expedited multi-objective optimization but surrogate-based design 

methods in general. 

Finally, handling expensive simulation models and their optimization with respect to multiple 

criteria is ubiquitous in many engineering disciplines. The multi-objective framework presented 
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here may be useful for efficient handling of other microwave structures including couplers, 

power dividers, beam-forming networks for antenna arrays, phase shifters and many others. 

Also it may be of practical importance in areas such as photonics, aerospace engineering, heat 

transfer or mechanical engineering, to name just a few. 
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APPENDIX 1 STATISTICAL ANALYSIS OF MOEA 

In this appendix, statistical analysis of the MOEA algorithm has been performed for the bench-

mark designs of Sections 4.5.2, 4.5.3 and 4.5.4. The Pareto sets have been obtained for 30 runs 

of the algorithm within five different regions of the search space and for different number of 

iterations I (I = 10, 20, …, 100). The MOEA population size is set to 500. The algorithm per-

formance is expressed in terms of the average distance, the average standard deviation and the 

worst case peak distance from the average Pareto front. Each of the aforementioned figures is 

calculated with respect to the objective F1. One should reiterate that MOEA is executed on the 

RSA model and thus, regardless the number of Rs evaluations, the cost of its operation is negli-

gible with respect to other steps of multi-objective optimization procedure considered in this 

work. 

The first benchmark antenna is the UWB monocone with three variables (cf. Section 4.5.2). The 

results of statistical analysis gathered in Table A.1 indicate that the influence of the number of 

iterations on MOEA performance is low. As expected, the quality measures obtained in reduced 

spaces are noticeably better than ones from XI. The results of statistical analysis for I = 50 itera-

tions of the algorithm are shown in Figure A.1 It should be noted that fluctuations of the ob-

tained Pareto fronts are negligible. 

The analysis results (see Table A.2) obtained for a six-variable UWB dipole antenna (cf. Section 

4.5.3) indicate that variations of quality factors for more than 20 iterations of the algorithm are 

small. Again, the results obtained within the reduced regions of the design space are significant-

ly better than the results in the initial one.  

 

   
   (a)                       (b)              (c) 

  
                 (d)                         (e) 

Figure A.1: The Pareto-optimal sets obtained for 30 runs of MOEA (gray lines) and the average value 

(black line). Results generated within: (a) initial space XI; and the following reduced spaces: (b) XD (cf. 

Section 4.3.1); (c) XS (cf. Section 4.3.2); (d) XSr (cf. Section 4.3.5); and (e) XR (cf. Section 4.3.3). Note 

negligible discrepancies between the individual MOEA runs (especially within refined spaces), which are 

insignificant from the engineering point of view. The results are similar because antenna of Section 4.5.2 

is described by only three adjustable parameters.  
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TABLE A.1: MOEA ALGORITHM PERFORMANCE FOR THREE-VARIABLE DESIGN (N = 500) 

  
Average Distance from the 

Mean Pareto Front 

Average Standard Deviation 

from the Mean Pareto Front 

Worst Case peak Distance from 

the Mean Pareto Front 

Design 

Space 
XI XD XS XSr XR XI XD XS XSr XR XI XD XS XSr XR 

N
u

m
b

er
 o

f 
It

er
a

ti
o

n
s 

10 0.26 0.14 0.05 0.05 0.02 0.21 0.10 0.05 0.05 0.02 1.60 1.02 0.36 0.36 0.22 

20 0.10 0.06 0.04 0.03 0.01 0.10 0.05 0.04 0.03 0.02 1.01 0.65 0.32 0.31 0.23 

30 0.08 0.05 0.03 0.03 0.01 0.09 0.04 0.03 0.03 0.02 0.73 0.42 0.32 0.25 0.29 

40 0.06 0.03 0.02 0.02 0.01 0.07 0.02 0.02 0.02 0.01 0.76 0.28 0.21 0.21 0.17 

50 0.04 0.03 0.02 0.02 0.01 0.06 0.02 0.02 0.03 0.01 0.49 0.22 0.44 0.25 0.18 

60 0.05 0.03 0.02 0.02 0.01 0.06 0.02 0.02 0.02 0.01 0.59 0.20 0.24 0.31 0.27 

70 0.05 0.02 0.02 0.02 0.01 0.06 0.02 0.02 0.02 0.01 0.61 0.24 0.22 0.23 0.25 

80 0.04 0.02 0.02 0.02 0.01 0.05 0.02 0.02 0.02 0.01 0.38 0.14 0.32 0.35 0.18 

90 0.03 0.02 0.02 0.01 0.01 0.04 0.02 0.02 0.02 0.01 0.38 0.13 0.20 0.17 0.14 

100 0.03 0.02 0.01 0.01 0.01 0.04 0.01 0.01 0.02 0.01 0.36 0.12 0.21 0.25 0.12 

 

The Pareto-optimal sets obtained for 30 runs of MOEA with I = 50 are shown in Figure A.2. It 

should be noted that fluctuations of the Pareto fronts vary noticeably in the search spaces re-

duced using different algorithms. Moreover, increased variations of the results around the cor-

ners of the Pareto fronts occur in Figure A.2(b)-(d). The reason is that the extreme Pareto de-

signs reside on the corners of 6-dimensional reduced search spaces XD, XS and XSr. Consequent-

ly, exploration capability of MOEA close to these extreme solutions is limited. In Figure A.2(e), 

however, the effect is significantly reduced because the extreme designs are allocated on the 

faces of the rotated search space XR which allows for better exploration of their surroundings. 

 

   
  (a)                       (b)              (c) 

  
                 (d)                         (e) 

Figure A.2: The Pareto-optimal sets obtained for 30 runs of MOEA (gray lines) and the average value 

(black line). Results generated within: (a) initial space XI; and the following reduced spaces: (b) XD; (c) 

XS; (d) XSr; and (e) XR. The largest discrepancies between obtained Pareto sets are observed within the 

initial search space; however, they are negligible from the engineering point of view.  
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The last benchmark design is a 9-variable UWB monopole antenna of Section 4.5.4. The results 

of statistical analysis are gathered in Table A.3. Again, for more than 20 iterations the quality 

factors of the algorithm operation are similar, especially for the reduced search spaces. The per-

formance of the algorithm within the reduced spaces is also significantly better as compared to 

XI. The Pareto-optimal sets generated for 30 runs of MOEA with I = 50 are shown in Figure 

A.3. The largest fluctuations of the Pareto fronts can be observed within the initial space, how-

ever, the discrepancies are still below 1 dB and thus negligible from the engineering point of 

view. Increased fluctuations of the Pareto fronts in Figure A.3(b)-(d) are due to the same rea-

sons as described for the dipole antenna. 

 

TABLE A.2: MOEA ALGORITHM PERFORMANCE FOR SIX-VARIABLE DESIGN (N = 500) 

  
Average Distance from the 

Mean Pareto Front 

Average Standard Deviation 

from the Mean Pareto Front 

Worst Case peak Distance from 

the Mean Pareto Front 

Design 

Space 
XI XD XS XSr XR XI XD XS XSr XR XI XD XS XSr XR 

N
u

m
b

er
 o

f 
It

er
a

ti
o

n
s 

10 0.69 0.35 0.14 0.13 0.09 0.36 0.23 0.13 0.12 0.08 2.82 4.17 2.06 1.53 0.92 

20 0.53 0.33 0.11 0.12 0.07 0.32 0.22 0.11 0.12 0.08 2.34 1.36 1.23 1.28 1.08 

30 0.33 0.16 0.09 0.09 0.07 0.22 0.14 0.08 0.09 0.08 2.09 0.92 0.89 1.00 1.03 

40 0.25 0.14 0.09 0.08 0.06 0.16 0.12 0.10 0.08 0.07 1.35 0.98 1.14 0.89 1.26 

50 0.19 0.08 0.08 0.07 0.06 0.12 0.08 0.10 0.08 0.08 0.98 0.72 1.07 1.20 1.02 

60 0.16 0.08 0.06 0.06 0.06 0.11 0.07 0.08 0.07 0.08 0.75 0.74 1.03 1.15 0.90 

70 0.16 0.07 0.05 0.05 0.06 0.11 0.06 0.07 0.07 0.08 0.74 0.51 0.88 1.05 1.06 

80 0.16 0.06 0.05 0.05 0.05 0.11 0.05 0.06 0.06 0.07 0.74 0.48 0.73 0.73 0.80 

90 0.16 0.06 0.04 0.05 0.05 0.11 0.05 0.05 0.06 0.06 0.85 0.47 0.90 0.92 0.95 

100 0.17 0.05 0.05 0.05 0.04 0.11 0.04 0.05 0.06 0.05 0.85 0.37 0.96 1.05 0.81 

 

   
  (a)                       (b)              (c) 

  
                 (d)                         (e) 

Figure A.3: The Pareto-optimal sets obtained for 30 runs of MOEA (gray lines) and the mean value 

(black line). Results of the analysis from: (a) initial space XI; and the following reduced spaces: (b) XD; 

(c) XS; (d) XSr; and (e) XR. The largest discrepancies between obtained Pareto sets are observed within the 

initial search space. Pareto fronts in (b)-(d) exhibit notably smaller discrepancies because their corre-

sponding design spaces are narrower. The increased discrepancies between fronts can be observed in the 

vicinity of their extreme values.  
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TABLE A.3: MOEA ALGORITHM PERFORMANCE FOR NINE-VARIABLE DESIGN (N = 500) 

  
Average Distance from the 

Mean Pareto Front 

Average Standard Deviation 

from the Mean Pareto Front 

Worst Case peak Distance from 

the Mean Pareto Front 

Design 

Space 
XI XD XS XSr XR XI XD XS XSr XR XI XD XS XSr XR 

N
u

m
b

er
 o

f 
It

er
a

ti
o

n
s 

10 0.46 0.25 0.13 0.21 0.07 0.36 0.17 0.13 0.15 0.07 3.44 1.62 1.31 1.34 1.26 

20 0.34 0.17 0.11 0.16 0.06 0.27 0.12 0.09 0.13 0.06 3.29 1.61 0.76 1.08 0.78 

30 0.32 0.12 0.09 0.14 0.06 0.26 0.10 0.08 0.11 0.05 1.97 1.68 0.96 1.01 0.65 

40 0.33 0.11 0.09 0.11 0.05 0.25 0.09 0.07 0.09 0.05 2.72 1.62 0.61 0.59 0.76 

50 0.33 0.10 0.09 0.11 0.04 0.26 0.08 0.07 0.08 0.05 2.61 1.58 0.86 0.70 0.73 

60 0.31 0.09 0.08 0.12 0.05 0.24 0.07 0.07 0.09 0.05 3.32 0.93 0.52 0.67 0.61 

70 0.28 0.09 0.08 0.12 0.05 0.22 0.08 0.06 0.09 0.05 1.69 1.09 0.47 0.83 0.67 

80 0.29 0.09 0.09 0.12 0.04 0.23 0.08 0.07 0.10 0.05 1.91 1.18 0.55 0.98 0.67 

90 0.30 0.09 0.08 0.12 0.04 0.25 0.08 0.07 0.10 0.04 1.94 1.57 0.65 0.67 0.56 

100 0.26 0.10 0.09 0.12 0.04 0.21 0.08 0.07 0.10 0.04 1.98 1.03 0.54 0.73 0.56 
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